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An alternative proof is given for the connection between a system of continuous Hahn 
polynomials and identities for symmetric elements in the Heisenberg algebra, which was first 
observed by Bender, Mead, and Pinsky [Phys. Rev. Lett. 56, 2445 (1986); J. Math. Phys. 28, 
509 (1987)]. The continuous Hahn polynomials tum out to be Meixner-Pollaczek 
polynomials. Use is made of the connection between Laguerre polynomials and Meixner
Pollaczek polynomials, the Rodrigues formula for Laguerre polynomials, an operational 
formula involving Meixner-Pollaczek polynomials, and the Schrodinger model for the 
irreducible unitary representations of the three-dimensional Heisenberg group. 

I. INTRODUCTION 

In two recent papers 1.2 Bender, Mead, and Pinsky dis
cussed the connection between certain continuous Hahn 
polynomials and symmetrizations of elements in the Heisen
berg algebra. They showed that, if 

[q,p] = i 

and T m.n is the sum of all possible terms containing m factors 
of p and n factors of q, then 

Tn.n = const Sn (T1•1 ), (1.1) 

for some polynomial Sn of degree n, which turns out to be the 
orthogonal polynomial of degree n on R with respect to the 
weight function ~ 1/ ch ( 1Tx/2). However, the actual proof 
of this result is not very clear from these two papers. 

In the present paper we give an alternative proof of 
( 1.1 ). First, in Sec. II, we observe a transformation connect
ing certain continuous Hahn polynomials, in particular, the 
above polynomials Sn to certain Meixner-Pollaczek polyno
mials. Next, in Sec. III we use a Mellin transform relating 
Laguerre polynomials and Meixner-Pollaczek polynomials 
and the Rodrigues formula for Laguerre polynomials in or
der to derive an operational formula invol~ing Meixner-Pol
laczek polynomials. Finally, in Sec. IV we use this operation
al formula in order to derive formula (1.1). Here we make 
use of the Schrodinger modelfor the irreducible unitary rep
resentations of the Heisenberg group. 

II. ON CONTINUOUS HAHN POLYNOMIALS 
EXPRESSIBLE AS MEIXNER-POLLACZEK 
POLYNOMIALS 

Continuous Hahn polynomials are defined by 

Pn (x;a,b,c,d): 

'n (a+c)n(a+d)n 
=1 

n 

X F (- n,1i + a + b + C + d - 1,a + iX;l) . (2.1) 
3 2 a + c,a + d 

If C = 0, d = band Re a, Re b > 0, then they are orthogonal 
on ( - 00,00) with respect to the weight function 

w(x): = rea + ix)r(b + ix)r(c - ix)r(d - ix). (2.2) 

See Refs. 3 and 4, but read a + ix instead of a - ix in formula 
(3) of Ref. 4. 

Meixner-Pollaczek polynomials are defined by 

p~a)(x;t/J): = einq, 2FI( - n,a + ix;2a;1- e- 2iq,). (2.3) 

If a > 0 and 0 < t/J < 1T, they are orthogonal on ( - 00, 00 ) 

with respect to the weight function 

w(x) = e(2q,-1T)Xjr(a + ixW. (2.4) 

See Refs. 5 and 6 and, for standardized notation,the Appen
dix of Ref. 7. 

For a = c = b - ~ = d - ! > 0 the weight function 
(2.2) becomes 

w(x) = 2- 4a + 21Tlr(2a + 2ixW. (2.5) 

On comparing with (2.4) we conclude that 

Pn (x;a,a + !,a,a + P = const p~2a)(2x;! 1T). 

The constant can be computed by comparing coefficients of 
xn. We obtain 

Pn (x;a,a + !,a,a +!) = [(2a)n (2a + !)n/n!] 

(2.6) 

In terms of hypergeometric functions this formula reads 

( 
- n,n + 4a,a + ix I ) . 

3F2 2 1 = 2FI ( - n,2a + 21X;4a;2). 
2a, a +! 

(2.7) 

This identity can also be obtained from Ref. 8, 

F (a,b,n + 2c, - n '1) = F ( 2a,2b, - n '1) 
4 3 b 1 I' 3 2 b 2' , a + + 2'C,C + 2 a + +!, c 

(2.8) 

by letting b -- 00 • 

For a: = A the weight function (2.5) becomes 

w(x) = 2r/ch(21Tx). 

In particular, we find for the polynomials Sn introduced in 
Sec. I, which were identified with special continuous Hahn 
polynomials in Ref. 2, that they can be written as Meixner
Pollaczek polynomials: 

(2.9) 
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III. AN OPERATIONAL FORMULA INVOLVING 
MEIXNER-POLLACZEK POLYNOMIALS 

Recall that we can obtain the Mellin transform pair, 

G(A) = fO F(r)r-I-udr, 

F(r) = (21T)-1 J:oo G(A)~dA, 
from the Fourier transform pair, 

g(A) = J: 00 f(t)e - 21Tiil, dt, 

f(t) = J: 00 g(A)e21Til' dA, 

by making the substitutions 

r=e21T', F(r) =f(t), G(A) = 21Tg(A) 

(3.1 ) 

(3.2) 

in (3.2). In particular, Mellin inversion in (3.1) is valid if 
the function tl--+F( e21T') belongs to the class Y of rapidly 
decreasing C 00 function on R. If FI, F2 are two such func
tions and GI , G2 their Mellin transforms then we have the 
Parseval formula 

(00 Fdr) F
2
(r) dr =foo GdA) G2(A) dA . (3.3) 

Jo r - 00 21T 
Proposition 3.1: For a> 0 and 0 < t/J < 1T Laguerre poly

nomials ~L !a - I (x) and Meixner-Pollaczek polynomials 
A~P ~a) (A;,p) are mapped onto each other by the Mellin 
transform in the following way: 

, - intP 
n.e e- (l/2)x(I +icottP)xaL 2a-l(x)x- I- iil dx 
(2a)n n 

= e(ia - il)[tP - (l/2)1T) (2 sin ,p)a - urea _ iA)P ~a) (A;,p). 
(3.4 ) 

Proof: The left-hand side can be rewritten as 

h (-n) Loo e- intP L k e-(l/2)x(I+icottP)xk+a-iil-ldx 
k=O (2ahk! 0 

=e- intP ~ (-n)k T(a-iA+k) 
k~O (2ahk! (! +! icot,p)a-iil+k 

= e- intPr(a _ iA)( 1 _ e2itP) a - iil 

X 2FI ( - n,a - U;2a; 1 - e2itP ) 
= eintPr(a _ U) (1 _ e2itP) a - iil 

X 2FI ( - n,a + U;2a; 1 - e - 2itP) , 

which can be rewritten as the right-hand side of (3.4). 0 
It is possible9

•
10 to give an interpretation of the above 

proposition in the context of matrix elements of discrete se
ries representations ofSL(2,R). 

Corollary 3.2: For a > 0 and 0 <,p < 1T Laguerre polyno
mials can be expressed by the differentiation formula 

, -intP 
n.e e(1/2)X(I+icot tP )xaL!a-l(x) 
(2a)n 

= P ~a)( _ be ! ;,p )(e - (I/2)x(I + icot tP)xa). (3.5) 
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Proof: In the left-hand side of (3.4) Mellin transform is 
taken of a function that belongs to the class Y as a function 
of t, where x = e'. Hence we can apply Mellin inversion [cf. 
(3.1)] and we can write the left-hand side of (3.5) as 

(21T)-1 J_oooo e(ia-il)[tP- (I/2)1T) (2 sin ,p)a- U 

Xna - iA)p~a)(A;,p)xiil dA 

= P ~a)( _ ix ! ;,p) 

X [e(ia-il)[tP- (l/2)1T) (2 sin t/J)a-iil 

Xr(a-U)xiil ] , 

which equals the right-hand side of (3.5). 0 
By substitution of the Rodrigues formula 

n!e-XxaL ~(x) = (! t (e-xxn+a) 

into (3.5) we obtain 

( ! ) n (e - xxn + 2a - I ) 

= (2a) neintPe - (I/2)x( I - i col gtP) xa - I 

xp~a)( -ix ! ,,p)[e-O/2)X(I+icoltP)xa]. (3.6) 

In particular, for ,p = !1T and a = ! we obtain 

(i !t(e-xxn) 

= n!e- (1/2)XP(1/2)(be ~ + J.. i J.. 1T)[e- O/2)X]. 
n dx 2 '2 

Hence for arbitrary vee, 

. ( d)n 2' e'vx i dx (xne - IVX) 

= n!pO/2)(iX~ + J..i ~)[e- ivx]. 
n dx 2'2 

(3.7) 

IV. PROOF OF THE BENDER-MEAD-PINSKY RESULT 

Consider the Heisenberg group HI' which is R3 equipped 
with the multiplication rule 

(s,'I/,r) (5 ','I/',r') 

= (5 + 5','1/ + 'I/',r + 1"' + !(s''I/ - 5'1/'»)· (4.1 ) 

Let AER\ {O} and let 1Til denote the unique (up to equiv
alence) irreducible unitary representation of HI such that 

1Til (O,O,r) = eUTl, rER. 

Then, with,u: = IA 11/2 and E: = sgn(A),1Til can be realized 
onL2 (R) by 

(1Til (s,'I/,r)f)(x) 

= eill5Xeill2lET+ q)S1/~ (x + ,u'l/), fE L 2(R). (4.2) 

Let X and Y be the infinitesimal generators of the one-pa
rameter subgroups of elements (5,0,0) and (0,'1/,0), respec
tively. Let CTdenote the symmetrization mapping II from the 
symmetric algebra to the universal enveloping algebra of the 
Lie algebra of HI' i.e., 
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· I ~ U(X1 " 'Xk ): = - £.. XS(l)" 'Xs(k» 
k! s 

(4.3) 

where s runs over all permutations of {I, ... ,k}. Let /be a 
C 00 function locally defined on R. Then 

and 

(1T.dX)f)(x) = iJ-Lx/(x), 

(1T,,(Y)/)(x) =J-Lf'(x), 

( 1T,,(U(x nyn»)/)(x) 

= (~)n(~)n(eiI'SXeil"[ET+ (1I2)S7/1j(X + J-L'T]») I 
as a'T] S.7/.T=O 

=(iJ-L ~r((x+ ~Jl'T])f(x+J-L'T]»)I7/=o' 
Hence 

(1T,du(xnyn) If) (x) 

= IA In[i ;r 
x ((x + ~Y)f(x+Y»)IY=o' (4.4) 

For n = I this simplifies to 

(1T.du(Xy))/)(x) = IA l(iX~+~i)/(X). (4.5) 
ax 2 

Let 

/v(x): =e- ivx. 

Then we obtain from (4.4), (3.7), and (4.5) that 
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(1T;.(U(xnyn) )/v )(x) 

= IA In(i ;r((x+ ~ yre-iV(x+y»)ly=o 

= 2 - nlA IneiVX(i ~ r (xne - 2ivx) 

= 2 - nn!IA Inp ~1I2)( ix ! + ~ i,~ 1T) [e - ivx] 

= 2 - nn!IA Inp ~1I2) (IA 1-11T,,(a(XY)),! 1T) [Iv (x)]. 

Hence by integrating both sides against suitable functions of 
v, we obtain 

1T;.(U(xnyn») = 2 - nn!IA Inp ~1I2)( IA 1-11T,,(U(XY) ),~1T). 
(4.6) 

In view of (2.9) and (4.3) this becomes for A = I the result 
( 1.1) of Ref. 1. 
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It is shown that the short-time expansion of the integrated heat kernel on a locally flat 
generalized cone C(N), as defined by Cheeger, consists of just the Weyl volume term and the 
constant term. This latter is explicitly evaluated when N is a lens space, sI /Zm (for odd d), 
elliptic space sI /Z2 (for all d), and any of the three-dimensional, homogeneous space forms 
S 3 /r. Agreement is found with the corresponding expansion on the orbifold version, T4 / Z2' of 
the K 3 surface, and, in fact, with all TD /Z2' 

I. INTRODUCTION 

In Ref. 1, we discussed the heat kernel expansion on a 
polyhedron, considered as a collection of ordinary, two-di
mensional, conical singularities. In this article, we wish to 
analyze a similar situation but with the subsitution of a "gen
eralized cone," C(N). This is defined by Cheeger2 as the 
space R + X N with the "hyperspherical polar" metric 

dr = d? +? d~,2, (1) 

where d~,2 is the metric on the manifold N, and r runs from 0 
to infinity, the point r = 0 being generally a singular point
the apex of the cone. If N is the sphere of unit radius sI , 
C(N) is just R d + I. For N = S I, of any radius, C(N) is the 
ordinary cone. 

Cheeger2 discusses precisely the heat kernel question 
but his analysis is very complete and it was thought that a 
simpler treatment of some special cases might be useful. 

Some "physical" motivation will be found in Sec. VI. As 
a simple extension, which often proves useful, we could add 
d' extra Euclidean dimensions z, and write the metric as 

ds2 = d? +? d'i,2 + dz2. (2) 

In this paper we set d' equal to zero. 

II. THE HEAT KERNEL 

In this work we consider only scalar fields (functions) 
and write the heat equation as 

[%r - ac ]K(x,x';t) = 8(t)8(x,x'), 

where x,x' are points in C(N). Formally, K = exp(tac ), 
t>O. 

The metric (1) allows a separation of variables since the 
Laplacian can be written 

a2 d a 1 
ac = a? +-; ar -7aN' 

where aN is the Laplacian on N. 
The eigenfunction form of the heat kernel is then easily 

manipulated into 

K(r,q,r',q';t) = (rr') (I - d) 12ie -(r' + r")/41 

X ~/v,,( ~ )tP~(q)tPn (q'), (3) 

where the tPn are eigenfunctions of aN' 

aNtPN = -A~tPn' 
The v n and A n are related by 

Vn =(A~ + (d_I)2/4)1/2. (4) 

We remark that (3) is partly in classical path and partly 
in eigenfunction form. 

III. THE SPHERICAL CASE 

In order to take the analysis further, in explicit form, we 
need a special choice for N. Clearly, one important class of 
manifolds is that of homogeneous spaces, G / H. In particu
lar, we might consider those of rank 1. However, we leave 
these aside, in their generality, and simply look at the special 
case of spheres or rather those manifolds locally isometric to 
spheres. Thus we choose N = sI /r, where r is a discrete 
group of isometries of sI . 

Moreover, if the spheres are of unit radius, the cones 
C(N) will be flat, except at the apex, since they will be locally 
isometric to Rd + 1 • This is the case we exclusively discuss in 
this paper. 

Conical spaces such as these occur in general relativity.3 
Because of the local flatness, we would expect certain simpli
fications. Indeed, the eigenvalues on the sphere sI are well 
known to be 

An=(n-I)(n+d-2) 

= (n + (d - 3)/2)2 - (d - 1)2/4 (n = 1,2, ... ). 

Hence, from (4), 

v n = n + (d - 3) /2. (5) 

It is no surprise that the term (d - 1) 2/4 is just the quantity 
SR [R is the scalar curvature and S = (d - l)/4d] needed 
to make the operator - aN + sR conformally covariant. 
(If d is odd, this leads to a Huygens principle for the wave 
operator a 2/ at 2 - aN + sR, a fact well known to physicists 
for a long time and, more recently, to mathematicians.4

) 

In order to illustrate the general method, it is sufficient 
to consider the case when N = S 3/r so that, technically, we 
can use the isometry S3 -SU(2). 

The structure of r is well known5 to be the product 
r L X r R acting on the coordinate q, thought of as an element 
ofSU(2). For homogeneity, one of these components must 
be the trivial identity group. We choose r = r L and, fur
thermore, we shall look closely at lens spaces, r = Zm. This 
is a case mentioned by Cheeger,2 but he does not give the 
explicit formulas. 
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IV. S3/r CONES 

Just as in the theory6 of the heat kernel (or Schrodinger 
propagator) on S 3/r, the K of (3) can be found from that on 
N = S3, which is the universal covering space of S3/r, by 
adding up the contributions from the preimages of the final 
point q', say. Equivalently, one can use the eigenfunctions on 
S 3/r expressed as the periodized sums, 

(j) _ [ 2j + 1 ] 112 1 (j) 
</Jrs (q) - -I-r-I 2~~D rs (yq), 

where the D(j) are the standard SU(2) representation ma
trices. The relation between the angular momentum number 
and the label n of (5) is n = 2j + 1; I q is the order of r. 

The answer is 

K(r,q,r',q';t) 

1 . ")/4 ( rr' ) (.) 1 = ---,e- (r+ r 'IIn - nx J (yq'q- ), 
4~trr n.y 2t 

(6) 

x( j) (g) is the character of the group element g in the repre
sentation labeled by j. Homogeneity says that we can set 
q = e, the unit element,7 and we see this in (6). 

Explicitly, we have 

X(j)(g) = sin(nOg }/sin Og' 

where Og is the geodesic distance between the origin (unit 
element) and the point g. If we use Euler angles 3, cp, and tP 
as coordinates for g, then we can always rotate the S 3 so that 
3 and cp are constant on the geodesic connecting e and g and 
we then see that Og = tP/2; Og ranges from 0 to 21T. 

For us, interest centers on the coincidence limit r' = r, 
q' = q. Denote this by K(r,q;t) and from (6) find 

K(r,q;t) = 1 e- r12IIIn~nX(j)(y}. (7) 
4~tr n.y 2t 

Although this is a useful formula, it is not convenient if 
we wish to integrate it over the cone C(N). We rewrite it, 
initially, as 

K( ) 1 - r/2,,,, a ~ I r (O) r,q;t = -2 _2 e ~ ~ n --cos ny, 
41T tr y a cos Oy n ~ 0 2t 

(8) 

where we have extended the sum down to n = 0, as we may. 
The second summation is recognized as the corresponding 
quantity in the S 1 case, treated earlier. 1 

We have here an example of the method whereby appli
cation of the operator a las2 (where s is the geodesic dis
tance) produces quantities on a space of two higher dimen
sions. In flat space, this was used by Hadamard8 and on 
spheres by us9 and others more recently. 10 As we have done 
it here, the formula for the sphere follows from that on flat 
space. In fact, since the metric (1) is locally flat, we could 
have begun with the standard Gaussian heat kernel on R 4 

written in (r,q) coordinates and then applied a preimage 
sum to this. In this way, the Bessel functions could have been 
avoided. Section V contains the details of this method. 

All these statements extend to the full propagator 
K(r,q,r',q';t). We do not write out the expressions but con
centrate on the coincidence limit (8). Thus, either directly 
from the Gaussian "classical paths" form or by applying a 
transformation to (8), we find 
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1 1 a 
k(r,q;t} =--2 +--I ---

16~t 8~tr y#e a cos Oy 

xexp( - (1 - cos Oy) ;J (9) 

The first term comes from the Gaussian kernel on R 4 and, 
when integrated over C(N}, will produce the usual Weyl 
volume divergence. The remainder gives, on integration, the 
time-independent expression, 

1 
K'(t} = -I csc2 (Oy)' (10) 

8!rly#e 
This, then, is the required constant term, 16~c2' in the 

expansion of the integrated heat kernel. It is easily evaluated 
for the different r. Thus, for lens spaces S3/Zm , where 
Oy = 21Tk 1m (k = O, ... ,m - 1), we find 

16~c = (m
2 + 1l)(m

2 
- I) 

2 360m ' 
(11) 

while, for the double dihedral group, D '"" (S 31 D '", 
= "prism space"), calculation yields 11 

16~C2 = (16m
4 + 40m

2 + 360m - 11) . 
1440m 

For the remaining groups, T', 0 " and Y', the values of 16~c2 
are 1505/1728,4529/3456, and 87109/43200, respectively. 

As a general conclusion, we see that the (asymptotic) 
expansion of the integrated heat kernel on the generalized 
cone C(S 3/r} consists of just two terms, the Weyl volume 
term and the constant term. Curiously, there is no term pro
portional to lit, as might have been expected. 

V. HIGHER SPHERES 

The method we employ here is the alternative one men
tioned in Sec. IV, which starts from the standard Gaussian 
heat kernel on R d + 1, 

Ko(x,x';t} = [1I( 41Tt} (d + 1)12]exp( - (x - x'}2/4t). 

The coordinates x can be replaced by rand q, where q is the 
coordinate on S" . 

We are interested in the coincidence limit of the kernel 
when S" is replaced by S" Ir. By homogeneity this will be 
independent of the position on the sphere and will be simply 
a function of rand Oy (as well as of t), where Oy is the 
geodesic distance (on the sphere) between the north pole, 
say, and its image under YEr. 

Specifically we are saying that the kernel we require is 
given by the preimage sum 

K(x,x';t) = I Ko(x,yx';t), (12) 
y 

where the action of r on x is defined by 
yx = y(r,q} = (r,yq) and q and q' are restricted to a funda
mental domain of r on S d. 

Setting x' equal to x, the geometry enables us to write 

Ko(x,yx;t} = [1I( 41Tt} (d + 1)12] exp( - (1 - cos Oy }r/2t). 

When summed over y, this is in agreement with (9) and 
is an easier derivation. As before, y = e gives the Weyl vol
ume term. 

It is straightforward to integrate the Yi= e terms over the 
cone to obtain the generalization of (10), 
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K'(t) = 1 ~ cscd + l(ilL). 
2d + llq~e 2 

(13 ) 

If d is even, the only possibility for r is Z2 giving elliptic 
space. Then substituting Oy = 1T gives K' (t) = 1!2d + 2 , for 
all d. 

For odd d, the classification of homogeneous S d Ir is 
given by Wolf (Ref. 12, Corollary 2.7.2). For all odd d there 
are lens spaces, with r = Zm' and for d = 3,7,11, ... , addi
tionally, r = D :n' T', 0', and Y'. The case of d = 3, dis
cussed in Sec. IV, is thus adequate. Nevertheless, we shall 
evaluate K ' (t) for the general dimension in the case of lens 
spaces. The other values can be easily calculated, if desired. 

For r = Zm' the Oy are as before, i.e., Oy = 21Tk 1m 
(k = 0,1 , ... ,m - 1). The calculation of the sums of powers 
of cosecants goes back to Euler. 13 He used purely trigono
metric methods but there are, of course, many other ways of 
proceeding. Information can be found in Refs. 14. A particu-

I 

K'(t) = 1 (m2 - 1)(2m4 + 23m2 + 191), d = 5 
60 480m 

larly easy way is to use contour integration, although we 
have not seen this method in print. 

The calculations in Ref. 15 produce the identity 

m ~ 1 ( 21Trk ) 2N( 1Tk) L.- cos -- csc -
k~1 m m 

1 N (r 1) =-( -2) mW2N ---
41T m 2 

(14) 

in terms of the polynomials WN (15) defined in Ref. 15 using 
Bernoulli polynomials. We do not give their general form 
here but note that (14) includes all the known results. The 
cosine coefficient is a "twisting," with r taking integer values 
from 0 to m - 1. 

The sums that we need are those for r = O. The result for 
N = 2 has been given in Sec. IV and we simply list now, for 
d = 5, 7, and 9, the expressions for K'(t) obtained by com
bining (13) and (14). 

1 (m2 _ 1)(m2 + 11)(3m4 + 10m2 + 227), d = 7 
3628800m 

1 (m2 _ 1 )(2m8 + + 35m6 + 321m4 + 2125m 2 + 14797), d = 9. 
95 800 320m 

All these results can be obtained using the expressions in 
Cheeger's paper2 but we believe our methods to be more 
direct, if less rigorous. 

VI. DISCUSSION AND CONCLUSION 

We have evaluated the short-time expansion of the inte
grated heat kernel on the generalized cone C(N), where N is 
a homogeneous spherical space form of unit radius. 

The expansion consists of only two terms-the Weyl 
volume term and the term independent of the time. 

Cheeger's general result (Ref. 2, Theorem 7.2) is that, 
on a piecewise flat pseudo manifold, the expansion ceases 
after the constant term. Our conclusion agrees with this be
cause such a pseudomanifold can be thought of, roughly, as a 
complex of flat generalized cones of dimensions up to the 
dimension n of the pseudomanifold. The heat kernel takes 
contributions from all these cones and so contains only nega
tive powers of t from t - n/2 up to to, in steps in t 1/2. 

Explicit expressions have been given for the lens spaces, 
S d I Z m (d odd), S d I Z2 (d even) and the three-dimensional 
space forms. 

In particular, for the elliptic case S31Z2, we obtain a 
value of ~ for the constant term. It is possible to join 16 of 
these generalized cones to make a closed surface on which 
the constant term would thus be~. This surface is the "orbi
fold" T 4/Z2 and it is an easy exercise to check that the heat 
kernel on this surface, constructed as a theta function, has 
the required expansion. (See the Appendix.) The famous K 3 
surface is obtained if the 16 singular points are blown up by 
smoothly patching in metrics of the Eguchi-Hanson type. 3 

The interest in such constructions stems, partly, from 
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ttring theory and the attempt to compactify into orbifolds, 
for example, into the Z orbifold. '6 

It would also seem possible to construct locally flat, 
compact combinations of generalized cones, only some of 
which would be orbifolds since they would not be factored 
flat spaces, in general. Nevertheless, they could possess sym
metry. The cube is not an orbifold. Should one consider com
pactification onto regular, nonorbifold, generalized polyhe
dra? 

Another physical possibility is to extend the metric as in 
(2) and consider these as describing some sort of "linear" 
defect in higher dimensional space-time, similar to the ideal
ized cosmic string (which corresponds to the ordinary cone) 
or to solutions in 1 + 2-dimensional gravity. It would then 
be possible to calculate the ensuing vacuum polarization, for 
example. 

From the formal point of view, there are a number of 
extensions that need to be carried out. For example, the class 
of functions could be generalized to include forms2 or spin
ors. One could also include "twisted" fields, which are al
lowed because of the nontriviality of the first fundamental 
group, 1TI (C). Characters belonging to Hom(1T" U(1») then 
occur6 in Eq. (12) and the sums (14) for nonzero rwould be 
needed. Some relevant calculations have been performed in 
Ref. 17. In addition, a general gauge group G might be con
sidered, requiring Hom( 1T I ,G) .IX 

In a different vein, it would be interesting to look at 
classical motion and quantum scattering on generalized 
cones. 
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APPENDIX 

We require the constant term in the heat kernel expan
sion on the TO /Z2 orbifold. Although it is straightforward to 
use the theta function form of the heat kernel itself, we shall 
be a little roundabout and approach the topic via zeta func
tions, the constant term being related to the value of the zeta 
function at zero argument by 

s( 0) = const term - no. of zero modes. (A 1 ) 

We take the torus TO to be the unit one so that the 
eigenfunctions of the Laplacian are porportional to 
exp(inoil), where the integers n i range from - ao to + ao. 

The corresponding zeta function S TD (s) is then of Epstein 
form, 

+00 
STD(S) = 2:,/(n2)-5, 

where the sum is over all n, except 0 (this restriction is de
noted by the prime). 

The torus is a smooth, flat, compact manifold so that 
from (AI) we have 

STD(O) = - 1 (A2) 

because the constant term vanishes and the only zero mode is 
n=O. 

On TO /Z2 the modes are required, by definition, to be 
symmetric under the reflection il ---> - il and so are propor
tional to cos (noil). The degeneracies are slightly altered. All 
possible modes are covered by the label values n I = 0,1,2, ... 
and ni = 0, + 1, + 2, ... for i# 1. The zeta function easily 
follows, 

STOlZ, (s) = ~STD(S), (A3) 

The ~ is not quite just a volume factor. 
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Again, there is only one zero mode on TO /Z2' so that, 
from (A1)-(A3) 

const term on TO /Z2 = STOlZ, (0) + 1 

= ~STD(O) + 1 =~. 

Antisymmetric modes give - ~ since now there is no zero 
mode. 

Because of (A3), all the other heat kernel coefficients 
vanish, apart from the first one (for which the ~ is a volume 
effect) . 

There are 2° fixed points on TO /Z2' so that the contri
bution of each to the constant term in the heat kernel expan
sion is 1/2° + 1. This agrees with that found for the general
ized cone C(SO-I/Z2 ) in Sec. V. 
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In this paper addition theorems are derived for a special class of exponentially declining 
functions, the so-called B functions B;;:, (a,r) [E. Filter and E. O. Steinborn, Phys. Rev. A 18, 
1 (1978)]. Although these B functions have a relatively complicated analytical structure they 
nevertheless have some mathematical properties that are particularly advantageous in 
connection with multicenter prol>lems. Also, all the commonly occurring exponentially 
declining functions like, for instance, bound-state hydrogen eigenfunctions and Slater-type 
functions, can be expressed by simple finite sums of B functions. Consequently, addition 
theorems for these functions can also be written down immediately. The various addition 
theorems for B functions are derived by applying suitable generating differential operators to 
the well-known addition theorem of the special B function B ':.1/, which is that solution ofthe 
modified Helmholtz equation that is irregular at the origin and ~egular at infinity [E. J. 
Weniger and E. O. Steinborn, J. Math. Phys. 26, 664 (1985)]. All differentiations, which have 
to be done in this approach, can be expressed in closed form leading to comparatively compact 
addition theorems. 

I. INTRODUCTION 

In the mathematical treatment of physical problems it is 
often necessary to transform wave functions and operators, 
which may depend upon the coordinates of more than one 
particle, in such a way that the coordinates of the pertaining 
particles appear in a computationally more convenient and 
accessible form. In most cases this requires a separation of 
variables. Unfortunately, there is no straightforward way to 
accomplish this task for all functions and operators of phys
ical interest. Problems of that kind, which are quite common 
in systems with a Coulombic interaction, are particularly 
troublesome in electronic structure calculations of mole
cules and solids. If in an orbital approximation the LCAO
MO ansatz is used, it is not only necessary to deal with the 
coordinates of many electrons but the wave functions are 
also defined with respect to the coordinates of different nu
clei. Similar multicenter problems also occur in the theory of 
intermolecular forces or in scattering theory. 

The aforementioned separation of variables can be ac
complished with the help of so-called addition theorems. An 
addition theorem is a series expansion of a given function 
f (x + y) with x,YER3 in terms of other functions that only 
depend upon either x or y. The series expansion may either 
converge pointwise or with respect to the norm of a suitable 
Hilbert space. However, in this paper, only addition theo
rems that converge pointwise will be treated. The probably 
best known example of such an addition theorem is the La
place expansion of the Coulomb potential in terms ofspheri
cal harmonics Y7', 

There is a vast literature on addition theorems. Particularly 
well studied are the addition theorems of the solutions of the 
homogeneous Laplace equation,I-12 of the homogeneous 
Helmholtz equation,10,12-19 and of the homogeneous modi
fied Helmholtz equation. 12,17-20 This large number of refer
ences not only reflects the physical importance of the solu
tions of these equations but also the relative ease with which 
the addition theorems of these functions can be derived. The 
derivation of addition theorems for other functions, which 
are not solutions of the equations listed above, turns out to 
be, in most cases, significantly harder. Ruedenberg21 and 
Silverstone22 showed how addition theorems of relatively 
general functions may be derived with the help of Fourier 
transformation. Another general method for the derivation 
of addition theorems is Lowdin's a function technique,23 
which was used and also extended by numerous other auth
ors.24-34 Since exponentially declining functions are well 
suited to serve as basis functions in electronic structure cal
culations of atoms, molecules, and solids, and since in this 
context the notorious molecular multicenter integrals can
not be avoided, there is also a large number of articles deal
ing with the relatively complicated addition theorems of 
Slater-type functions. 22,23,26,28,29,35-39 

In this paper, we shall derive addition theorems for an
other class of exponentially declining functions, the so
called B functions. 40 This choice may appear to be somewhat 
surprising since B functions have a relatively complicated 
mathematical structure, and at first sight it is by no means 
obvious that anything can be gained by considering B func
tions instead of the apparently much simpler Slater-type 
functions. However, as will be discussed later, B functions 
have some remarkable mathematical properties that give 
them a unique position among exponentially declining func
tions and make them especially useful for molecular calcula
tions. As a result of these advantageous properties it is not 
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only relatively easy to derive addition theorems for B func
tins, but these addition theorems also have comparatively 
simple structures. 

Our derivation of addition theorems of B functions 
closely resembles the zeta function method of Barnett and 
Coulson.35 The starting point of this approach is the well
known addition theorem of the Yukawa potential e - ar Ir. If 
a given exponentially declining function can be generated by 
applying a suitable differential operator to the Yukawa po
tential, then it is at least in principle possible to derive an 
addition theorem for this function by applying this generat
ing differential operator to the addition theorem of the 
Yukawa potential. Unfortunately, this idea did not lead to 
complete success in the case of Slater-type functions. Be
cause of technical problems it was simply not possible to 
perform the differentiations in closed form. Consequently, 
the coefficients of the zeta function expansion could only be 
computed recursively.35,36 In the case of B functions, how
ever, these problems can be overcome. We shall show in this 
paper that all differentiations can easily be expressed in 
closed form if the generating differential operator of a B 
function is applied to the addition theorem of the Yukawa 
potential. In our opinion, the relative ease with which this 
can be accomplished again indicates that, because of their 
advantageous mathematical properties, B functions indeed 
assume an exceptional position among exponentially declin
ing functions. 

In this context, it should be mentioned that all the com
monly occurring exponentially declining functions, like, for 
instance, Slater-type functions or bound-state hydrogen ei
genfunctions, may be expressed by simple finite sums of B 
functions. Consequently, with the help of the results of this 
paper addition theorems for all these functions can be writ
ten down immediately. 

II. DEFINITIONS 

For the commonly occurring special functions of math
ematical physics we shall use the notations and conventions 
of Magnus, Oberhettinger, and Soni4' unless explicitly stat
ed. Hereafter, this reference will be denoted as MaS in the 
text. 

For the spherical harmonics Y7'( tJ,q;) we use the phase 
convention of Condon and Shortley,4Z i.e., they are defined 
by the expression 

ym(tJ ) =;m+lml[ (2/+ 1)(l-lml)!]1I2plml(costJ)eim'l'. 
I ,q; 41T(l + I m I ) ! I 

(2.1) 

Here, P Im l (cos tJ) is an associated Legendre polynomial, 

d l + m (x2 1)1 pm(x) = (1 _ x2)m/2___ -
I dXI+ m 2//! 

= (1_xZ)m12 d
m 

PI(X). 
dxm 

(2.2) 

For the regular and irregular solid harmonics we write 

;?9'7'(r) = rY7'(tJ,q;) , (2.3) 

(2.4 ) 

It is important to note that the regular solid harmonic ;?9'7' is 
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a homogeneous polynomial of degree I in the Cartesian com
ponentsx,y, andzofr,43 

;?9'7'(r) = [ 2/
4: 1 (l + m)!(l- m)! r2 

( _x_iy)m+k(x_iy)kzl-m-2k 

X &0 2m + 2k(m + k)!k !U- m - 2k)! 
(2.5) 

In Eq. (2.5) the Cartesian components ofr = (x,y,z) can be 
replaced by the Cartesian components of V = (a lax, a lay, 
a I az). This yields the differential operator ;?9' 7' (V) that is 
also a spherical tensor of rank I, which we shall call the 
spherical tensor gradient. A discussion of the properties of 
this differential operator ;?9'7'(V) and a survey of the relevant 
literature can be found in articles by Niukkanen,44 Rashid,45 
and ourselves. '2,46 

For the integral of the product of three spherical har
monics over the surface of the unit sphere in ]R3, the so-called 
Gaunt coefficient, we write 

(/3m 3 1/2m21/,m,) = f Y7,"*(ll) Y~'(ll) Y7,"(ll)dll. 

(2.6) 

The Gaunt coefficients linearize the product of two spherical 
harmonics, 

Imax 

= L (2) (1m, + m21/,m,l/zm2) Y7" + m'(ll) . 
1=/min 

(2.7) 

The symbol ~(2) indicates that the summation proceeds in 
steps of2. The summation limits in Eq. (2.7), which follow 
from the selection rules satisfied by the Gaunt coefficient, 
are given by47 

max(l/, -lzl,lm, + m21), 

if Imax + max( II, -/21,lm, + m21) is even, 

max ( II, -/21,lm, + m21) + 1, 

if Imax + max ( II, -/21,lm, + m21) is odd. 
(2.8) 

III. SOME PROPERTIES OF B FUNCTIONS 

In this section we shall review those mathematical prop
erties of B functions that are relevant for the derivation of 
addition theorems. More complete treatments of the proper
ties of B functions were given elsewhere.46,48-52 

If Kv (z) is a modified Bessel function of the second kind 
(MaS, p. 66), the reduced Bessel function kv (z) is defined 
by 

(3.1 ) 

If the order v of the reduced Bessel function is negative, we 
may use 

k_v(z) =z- 2Vkv(z). (3.2) 
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This relationship follows from a symmetry property of the 
modified Bessel function K" (z) (MOS, p. 67). 

If the order v is half integral and positive, v = n + 1/2 
and nENo, a reduced Bessel function may be written as an 
exponential multiplied by a terminating hypergeometric se
ries ,F,,50 

kn+ 112 (z) = 2"(l/2)ne-Z ,F,( - n; - 2n;2z), n>O, 
(3.3 ) 

with (l/2)n being a Pochhammer symbol (MOS, p. 3). We 
found out some time ago that the hypergeometric polynomi
al in Eq. (3.3) has also been investigated independently in 
the mathematical literature. 53 There, the notation 

(3.4) 

is used. Together with some other, closely related polynomi
als the en (z) are called Bessel polynomials. They were ap
plied in such diverse fields as number theory, statistics, and 
the analysis of complex electrical networks. 53 

As an anisotropic generalization of the reduced Bessel 
function with half integral order, the so-called B function 
was introduced, 

B;::I (a,r) = [2" + I(n + l)!] -'kn _ 112 (ar)'Y7'(ar), 

aER+ . (3.5) 

Because of the factorial (n + I)!, which occurs in the de
nominator ofEq. (3.5), B functions are defined in the sense 
of classical analysis only if n + 1>0 holds. However, it could 
be shown that the definition of a B function according to Eq. 
(3.5) remains meaningful even if n is a negative integer such 
that n + 1< 0 holds. In this case, B "functions" can be identi
fied with derivatives of the three-dimensional delta func
tion,46 

B~n_I.I(a,r) 

= (41Tlal + 3)(2/-1)!![I-a-2v2]n-'87'(r), 

n>l. (3.6) 

The spherical delta function 87' is defined by 

87'(r) = (-I)/[(2/-1)!!]-''Y7'(V)8(r). (3.7) 

The B functions have a remarkable property that seems 
to be unique among exponentially declining functions: It is 
extremely easy to generate anisotropic B functions by differ
entiating scalar B functions. One only has to apply the 
spherical tensor gradient 'Y7'(V) to a scalar B function in 
order to obtain a nonscalar B function,46.49 i.e., a spherical 
tensor of rank I, 

B;::I(a,r) = (-a)-/(41T)'/2'Y7'(V)B~+I,o(a,r). (3.8) 

In the case of other exponentially declining atomic orbitals 
the corresponding generating differential operators are sig
nificantly more complicated. 54 

Of particular importance is the special case n = - I in 
Eq. (3.8) because it connects the functions B ~ 1,1 and BKo· 
The function 

B~/,/(a,r) = k l + 112 (ar)!r7'(ar) (3.9) 

is the solution of the homogeneous modified Helmholtz 
equation that is irregular at the origin and regular at infin
ity, '2 and B g,o is essentially the Yukawa potential, 
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e-arlr = (41T)'/2aBKo (a,r) . (3.10) 

This fact enabled us to simplify the derivation of the addition 
theorem of the modified Helmholtz harmonic B ~ 1.1 consid
erably.'2 We only had to apply the spherical tensor gradient 
'Y7'(V) to the well-known (MOS, p. 107) addition theorem 
of the Yukawa potential. The differentiations posed no prob
lems and could all be done in closed form. 

Starting from the modified Helmholtz harmonic B ~ 1,1 
all higher B functions B;::I with n > - I can be generated. 
One only has to differentiate B ~ 1.1 with respect to the scal
ing parameter a,49 

B;::I(a,r) 

= -- al+'Bm (a,r). a 2n + 1- , (1 a)n + I 

( - 2)n+ I(n + I)! a aa -1.1 
(3.11 ) 

Because of the differential operator a - , a I aa this generat
ing differential operator for B functions appears to be much 
more complicated than analogous generating differential op
erators49 for Slater-type functions which only contain the 
differential operator a laa. However, this is not the case if 
Bessel functions are to be differentiated because then a-i a I 
aa can be applied quite easily whereas a I aa is very inconve
nient. In fact, Eq. (3.11) will be one of the central relation
ships of this paper because we shall derive addition theorems 
for B functions by applying the generating differential opera
tor in Eq. (3.11) to the addition theorem of the modified 
Helmholtz harmonics. 

It follows from Eqs. (3.3) and (3.5) that a B function 
has a relatively complicated structure. However, it could be 
shown by ourselves48.49 and shortly afterwards also by Niuk
kanen55 that the Fourier transform of a B functions is of 
exceptional simplicity: 

:B;::I(a,p) = (21T)-3/2 f e-;p·rB;::I(a,r)d 3r 

( 
2 ) 112 a 2n + 1- , m' = - 'YI ( -lp). (3.12) 
1T [a2+p2]n+I+' 

The Fourier transforms of other exponentially declining 
functions such as Slater-type functions or bound-state hy
drogen eigenfunctions are significantly more complicated. 
In articles by Niukkanen55 and ourselves49.56 it was shown 
that the Fourier transforms of all commonly occurring ex
ponentially declining functions can be expressed as simple 
finite sums of Fourier transforms of B functions. Since Four
ier transformation is a linear operation, this implies that the 
commonly occurring. exponentially declining functions can 
be written as simple finite sums of B functions. If X;::I is an 
unnormalized Slater-type function, 

X;::I(a,r) = (ar)n-'e- ary7'({},CP), n - 1>1, 

then we can write40 

x;'/(a,r) 

(3.13 ) 

n - I (_ 1)n - 1- P( n - I)! 21 +P(l + p)! m 
= L Bpl(a~), 

P=Pm;n (2p - n + 1)!(2n - 2/- 2p)!! . 

{ 
(n - 1)/2, if n - I is even, 

Pmin (n _ 1- 1)/2, if n - 1 is odd. (3.14) 
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Let W:;:/(Z,r) be a bound-state eigenfunction of a hydro 
genlike ion with nuclear charge Z, 

W:;:I (Z,r) = {2Z Inp12{ (n -1- 1)!/ [2n(n + 1)!]}1/2 

X e-ZrlnL~2~1~\ (2Zrln)'?!ij(2Zrln). 
(3.15 ) 

Here, L ~2~ 1 ~\ is a generalized Laguerre polynomial (MOS, 
pp. 239-249). Then we can write56 

(
2Z)3/2 2/+ I { n(n + I)! }1/2 wm (Zr) = -

n,l' n (2/+1)!! 2(n-I-1)! 

n-I-I (-n+I+1) (n+I+1) 
X I / / 

/=0 t!U + 3/2)/ 

X B ~ 1,/( ~ ,r) . (3.16) 

The following set of functions, which was introduced in 
atomic and molecular calculations by Hylleraas57 and by 
Shull and LOwdin,58 is complete and orthonormal in the Hil
bert space L 2(R3

), 

A:;:/(a,r) = (2a)3/2{(n -1-1)!/(n + 1+ 1)!}1/2 

X e-arL ~2~1:)1 (2ar)'?!ij(2ar). (3.17) 

These functions can be written as56,59 

Am (a r) = (2a)3/221 (2n + 1) {(n + 1+ 1)! }1/2 
n,l' (2/+3)!! (n-I-1)! 

n-I-I (-n+I+1) (n+I+2) 
X I / / 

/=0 t!(l + 5/2)/ 

X B';'+ 1,/(a,r) . (3.18) 

Closely related to the hydrogen eigenfunctions are the fol
lowing functions that were already used in 1928 by Hyller
aas60 and which are commonly called Coulomb Sturmians 
or simply Sturmians,61 

\f1:;:/(a,r) = (2a)3/2{(n -1- 1)!/[2n(n + 1)!]}1/2 

X e - arL ~2~ 1 ~\ (2ar) '?!ij(2ar) . (3.19) 

Coml'arison of Eqs. (3.15) and (3.19) yields56 

\f1:;:/(Zln,r) = W:;:/(Z,r) . (3.20) 

Hence we only have to replace Z In in Eq. (3.16) by a in 
order to obtain a representation of Sturmians in terms of B 
functions, 56 

\f1m (a r) = (2a)3/2 2/+ I { n(n + I)! } 112 
n,l , (2/+1)!! 2(n-I-1)! 

n-I-I (-n+I+1) (n+I+1) 
X I / / 

/=0 t!U + 3/2)/ 

(3.21 ) 

It is, in fact, by no means obvious that the normalization 
constants of bound-state hydrogen eigenfunctions and Stur
mians should be identical. Hydrogen eigenfunctions are nor
malized with respect to the norm of the Hilbert space 
L 2(R3), whereas Sturmians are normalized with respect to 
the norm of the Sobolev space Wi I ) (R3). 56,62 

There is another, very important difference. Bound-
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state hydrogen eigenfunctions are an orthonormal set in 
L 2 ( R3) which is incomplete without the inclusion of the con
tinuum eigenfunctions, whereas Sturmians are a complete 
orthonorm~ set in Wi l )(R3). The importance of the com
pleteness of a set of functions in the Sobolev space Wi I) (R3) 
for the convergence of the Ritz variational procedure was 
emphasized by Klahn and Bingel. 63 

The following set of functions is also complete in thf: 
Hilbert space L 2 (R3) and satisfies a biorthogonality relation 
with Sturmians,56 

<1>:;'1 (a,r) = (2a)3/2 n n - - . _e_ { 
( '1 1 )' } 112 - ar 

, 2(n + I)! ar 

X L ~2~1~\ (2ar)'?!ij(2ar) , 

i <I>:;:~(a,r)\f1;:r (a,r)d 3r = 8nn,81/'8mm, • 
R' 

(3.22) 

(3.23 ) 

These functions were introduced in connection with some 
weakly convergent expansions of a plane wave56 which are 
closely related to the Shibuya-Wulfman expansion64 of a 
plane wave in terms of four-dimensional spherical harmon
ics. They can also be expressed in terms of B functions, 56 

<l>m(a,r)=(2a)3/2 21 {n(n+/) } 112 
n,l (21 + I)!! 2(n -1- I)! 

n-I-I (-n+I+1) (n+I+1) 
X I / / 

/=0 t!(l + 3/2)/ 

X B;J(a,r) . (3.24) 

IV. ADDITION THEOREMS FOR B FUNCTIONS 

The fundamental relationship for the derivation of addi
tion theorems of B functions is the well-known addition 
theorem (MOS, p. 107) of the Yukawa potential, 

e-
aw 

= (rp)-1/2 i: (2/+ l)PI(COStP) 
W 1=0 

X 11+ 1/2 (ap)KI+ 1/2 (ar) , 

W= [r+p2-2rpcostP]1/2, O<p<r. (4.1) 

Here, 11+ 112 is a modified Bessel function of the first kind 
(MOS, p. 66). Ifwe now use the so-called addition theorem 
of the spherical harmonics, 

PI (cos t'J) = ~ ± Yj·(~)Yi(L), 
21 + 1 m= _I X Y 

cos t'J = x·y/xy, (4.2) 

and introduce B functions, we can rewrite Eq. (4.1) in the 
following way: 

BKo(a,r< +r» 
00 I 

=(2r) 1/2 I I (-1)/(ar<)-1-1I2 
I=Om= -I 

X 11+ 112 (ar< )'?!ij(ar< )B":..I,/(a,r». (4.3) 

We assume that r < is smaller in magnitude than r> , i.e., 

Ir < 1< Ir> I· 
Starting from Eq. (4.3), addition theorems for B func-

tions with arbitrary values of n, I, and m can be derived by 
applying suitable generating differential operators. Here, we 
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essentially have two different alternatives. We can first dif
ferentiate with respect to the scaling parameter a according 
to Eq. (3.11) and then apply the spherical tensor gradient 
;?9"1'(V) according to Eq. (3.8), or, we can first apply the 
spherical tensor gradient and then differentiate with respect 
to the scaling parameter a. In our opinion, the second alter
native is to be preferred. This is partly due to the fact that we 
do not have to do the first step anymore. We could show 
previously that the application of the spherical tensor gradi
ent to the addition theorem (4.3) gives the addition theorem 
of the modified Helmholtz harmonics B ~ 1.1,12 

B ~ 1.1 (a,r < + r> ) 
00 I, 

= (217")3/2 L L (-l)I'(ar< )-1,-112 
I. =0 m. = -I. 

liax 

X L (2) (12m + mlllml/lml)B~ t,.i,'(a,r > ) • 

(4.4) 

The summation limits I';:in and I,;:ax are given in Eq. (2.8). 
In order to simplify the application of the generating differ
ential operator (3.11) this addition theorem (4.4) is first 
rewritten in the following way: 

B~I.1(a,r< +r» 
00 I, 

= 417" L L (- l)I'(ar < )-1/2 
I. =0 m. = -I. 

*(r < ) X II, + 112 (ar < ) Y7," -;: 

ITax 

X L (2) (12m + m1Ilml/1ml)(ar> )-1/2 
12 = liin 

XKl,+1I2(ar»Y~{::). (4.5) 

Ifwenow combine Eqs. (3.11) and (4.5) we obtain 

B':,I(a,r< +r» 
a 2n + I - I (r r )-1/2 

= 417" < > 
( _ 2)n+ I(n + I)! 

X (~ :ar+l{aIII,+ 112 (ar< )KI,+ 112 (ar> )}. 

(4.6) 

In order to be able to do the remaining differentiations we 
need the following differential properties of modified Bessel 
functions (MOS, p. 67), 

(~!£)mZVIv(Z) =zv-mlv_m(z) , 
z dz 

( 
1 d)m _ VI () - v - mI () -- z v Z =Z . v+m Z , 
Z dz 
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(4.7) 

(4.8) 

(4.9) 

(4.10) 

In addition, we use 

( 1 a)n (a)n ~ aa = 2
n 

a(a2) . 
(4.11 ) 

Because of this relationship it is possible to use the Leibniz 
formula for the differentiation of a product repeatedly. For 
instance, we can write 

(4.13 ) 

Now, all differentiations can be done quite easily. If we use 
Eqs. (4.7) and (4.9) we obtain 

(~~)n+l-qal'+1I2I (ar) 
a aa I, + 112 < 

=al,-n-l+q+II2~+I-qI (ar ) 
< I, - n - 1+ q + 112 <' 

(4.14 ) 

(~~)q-Sal'+1I2K (ar) 
a aa 1,+112 > 

= (_1)q-sal,-q+s+II2~-SK (ar ) 
> I,-q+s+ 112 >' 

(4.15 ) 

We also find 

2S{ a(~2) ral- I, -I, - 1 

= ( _ 2)SC1 + 12; 1+ 1)sal - I,-I,-2s-l. ( 4.16) 

Combination of Eqs. (4.12)-(4.16) gives 

( 4.17) 

Inserting this into Eq. (4.6) gives us an addition theorem for 
B functions: 
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417" 
( - 2)N + I(n + I)! 

N+I (n+/) X L (-l)q (ar<)N+I-q-l12 
q~O q 

X II, _ N _ 1+ q + 112 (ar < ) 

X i 2s(q)(/1+/2 -I+l) (ar»q-s-l12 
S~O s 2 s 

X K
" 

_ q + s+ 112 (ar > ) • ( 4.18) 

Alternative versions of the B function addition theorem 
can be derived if the expression, which is to be differentiated 
with respect to a, is factorized differently. For instance, we 
can choose 

a'h + 112 (ar < )KI, + 112 (ar> ) 

= [a- I,- 1I2I I,+I12(ar<)] 

X [a- I,- 1I2K (ar )]al+I,+I,+1 
I, + 112 > . ( 4.19) 

Repeated application of the Leibniz formula in connection 
with Eqs. (4.8) and (4.10) yields 

(~ :ar+/{a'I
"

+ 112 (ar< )KI,+ 112 (ar> )} 

_ N~ I ( 1 )q(n + I)..n + 1- qI () 
- ~ - f < I, + N + 1_ q + 112 ar < 

q~O q 

X i 2S(q)( _ II + 12 + 1+1) ~:~ss 
S~O s 2 sa 

X KI,+q_s+ 112 (ar> ). (4.20) 

Inserting Eq. (4.20) into Eq. (4.6) gives another version of 
the addition theorem for B functions: 

X Nil (_ 1)q(n + I)(ar < )N+I-q-l12 
q~O q 

X II,+N+I_q+I12(ar<) 

X i 2S(q)( _II + 12 + 1+ 1) (ar> )q-s-l12 
s~O S 2 s 

X KI,+q_s+ 112 (ar> ). (4.21) 

Next we choose the following factorization: 

alII, + 112 (ar < )KI, + 112 (ar> ) 

= [a l,+ 1I2I I,+1I2(ar<)] 

X [a - I, - 112 K I, + 112 (ar > )] a l - I, + I, . ( 4.22) 

Repeated application of the Leibniz formula in combination 
with Eqs. (4.7) and (4.10) yields 
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-- {all +112(ar< )KI + 112 (ar> )} (
1 a )N+ I I 
a aa ' , 

X K I, + q _ s + 112 (ar > ) , 

Il/l = (/ -II + 12 )/2. 

(4.23) 

Because of the selection rules satisifed by the Gaunt coeffi
cients in Eq. (4.6), Il/l is always either a positive integer or 
zero. If we now insert Eq. (4.23) into Eq. (4.6) we obtain 
another addition theorem for B functions: 

/max 

X 1'~i;n(2) (12m + mlllml/lml)y~+m,C: ) 

X Ni I ( _ 1) q(n + I) (ar < ) N + 1- q - 112 

q~O q 

X II, _ N _ 1+ q + 112 (ar < ) 

min(q.A./,) (q) XL 2S (-Il/ I )s(ar»q-S-1I2 
S~O s 

X K
" 

+ q _ s + 1/2 (ar > ) • (4.24) 

Finally, we choose the following factorization: 

= [a- I,- I12I I,+I12(ar<)] 

[ a l,+ 1I2K (ar )]al+I,-I, 
I, + 112 > • (4.25 ) 

Repeated application of the Leibniz formula in connection 
with Eqs. (4.8) and (4.9) yields: 

(
1 a)N + I I 
-- {all + 112 (ar< )K, + 112 (ar> )} 
a aa ' , 

min(q,A./,) (q) r" - s 

X L 2s ( - t112)s-> -
s~O S aN +s 

X K',_q+S+I12(ar» , 

11/2 = (/ + II - 12)/2 . 

(4.26) 

Because of the selection rules satisfied by the Gaunt coeffi
cients in Eq. (4.6), 11/2 is always either a positive integer or 
zero. If we now insert Eq. (4.26) into Eq. (4.6) we obtain 
another addition theorem for B functions: 
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B:', (a,r < + r> ) 

41T f ± (- l)"ym,*(~) 
(-2)n+'(n+/)!"~oml~_,, " r< 

X 'f' (2) (12m + mli/mi/lml)y~+ml(~) 
12 = l~lIn r> 

X K'2 _ q + s + 112 (ar > ) . (4.27) 

Setting 1 = 0 in the addition theorems (4.18), ( 4.21 ), 
(4.24), and (4.27), and observing 

(4.28) 

gives us the analogous addition theorems for reduced Bessel 
functions. However, unlike the B function addition theo
rems which have roughly the same complexity, these addi
tion theorems for reduced Bessel functions differ with re
spect to the number of inner sums. For instance, from Eqs. 
(4.18) and (4.21) we obtain 

kn _ 112 (air < + r> I) 

= ( - 1)n41T f ± (- 1),yt'(~)Y7'(~) 
'~Om~-' r< r> 

X i (_1)q(n)(ar<)n- q-l12 
q~O q 

X I'_n+q+I12(ar<) 

X ± 2s(q)(/+~) (ar> )q-s-l12 
s~O S 2 s 

X K'_q+s+I12(ar» (4.29) 

X i (_1)q(n)(ar<)n- q-l12 
q~O q 

X I'+n_q+1/2(ar<) 

X ± 2s(q)(_I_~) (ar»q-s-1/2 
s~O s 2 s 

X K, + q _ s + 112 (ar > ) . (4.30) 

In the same way we obtain from Eqs. (4.24) and (4.27) 

kn _ 112 (air < + r> I) 

= ( - 1)n41T f ± (- 1)'y7'·(~)Y7'(~) 
'~Om=-' r< r> 

X i (- 1) {n)< ar < )n- q-1I2 
q~O q, 

X I'_n+q+1I2(ar< )(ar> )q- I12K,+q+I12(ar» 
(4.31) 
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X i (_1)q(n)(ar<)n- q-l12 
q~O q 

X I'+n_q+1I2(ar< )(ar> )Q-
I12K'_q+ 112 (ar> ). 

(4.32) 

Obviously, the addition theorems (4.29) and (4.30) have a 
more complicated structure than the addition theorems 
(4.31) and (4.32). 

V. RELATION TO PREVIOUS WORK 

Our starting point is the following expansion of the 
modified Bessel function of the second kind in terms of Ge
genbauer polynomials (MOS, p. 107): 

(alr< -r> I)VKv(alr< -r> I) 

=2- Vr( -v)(ar< )V(ar»V 
00 

X L (m - v)C ,;;-V(cos If) 
m=O 

X Im_v(ar< )Km_v(ar», 

cos If = r < ·r> Ir < r>, VE!:No . (5.1) 

This expansion can easily be reformulated as an addition 
theorem if the Gegenbauer polynomials in Eq. (5.1) can be 
expressed in terms of Legendre polynomials. For that pur
pose, we use65 

Im/2J (- v)m_s( - v-1!2)s 
C ,;;-V(cos If) = L 

s=O s!(3/2)m_s 

X (2m - 4s + I)P m _ 2s (cos If) . 
(5.2) 

Here, [mI2] is the integral part of m12, i.e., the largest in
teger n satisfying n<m/2. If we insert Eq. (5.2) into Eq. 
(5.1) and introduce a new summation variable 1 = m - 2s, 
we obtain the following expansion of the modified Bessel 
function of the second kind in terms of Legendre polynomi
als: 

(alr< -r> I)VKv(alr< -r> I) 

=2- Vr( -v)(ar< )V(ar»V 
00 

X L (21 + 1) P, (cos If) 
'=0 

In the next step we use Eqs. (3.1) and (4.2). This gives us an 
addition theorem of the reduced Bessel functions with non
integral but otherwise arbitrary orders v: 
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kv(alr<+r>l) 

= (321T)1/22- Vr( _ v)(ar< )V(ar»V 

X Ito m t_ I ( - 1)
IY

r*e: ) Yre: ) 

x i: (-V)I+s( -v-1/2). 

s=O s!(3/2)I+s 

X (l + 2s - v)II+2s_ v(ar < )KI+2s _ v(ar > ): 

v€tNo. (5.4) 

If we now assume that the order v is half-integral, v = n - !, 
nENo, the innermost series in Eq. (5.4) terminates after a 
finite number of terms and we obtain an addition theorem 
for a reduced Bessel function with half-integral order: 

kn _ 112 (air < + r> I) 

= (-1) n81T[(2n -1)!!]-I(ar< )n-I12(ar> )n-l12 

X Ito mt-I (- 1)
IY

r*e: )yr(:: ) 

X i (- n) s ( 1/2 - n) I + s 

s=O s!(3/2)I+s 

X (l + 2s - n + 1/2)II+2s_n+ 112 (ar <) 

X KI+2s_n+1I2(ar». (5.5) 

This relationship is equivalent to an addition theorem de
rived previously by Steinborn and Filter.40 

With respect to its structure, the addition theorem (5.5) 
differs significantly from the alternative versions which were 
derived in the last section. This is not necessarily surprising 
since the derivations were completely different. However, 
we want to show in the sequel that the addition theorem 
(5.5) can nevertheless be obtained by differentiating the ad
dition theorem of the Yukawa potential, Eq. (4.3), with re
spect to the scaling parameter a. First, we consider in Eq. 
(3.11) the case 1= 0, which yields 

k n_ 1I2 (ar) = (_1)na 2n-I(! :a)"[ak- 1I2 (ar)]. 

(5.6) 

Then, we rewrite the addition theorem of the Yukawa poten
tial, Eq. (4.3), in the following way: 

k_ I / 2 (alr< +r> I> 
= 41T(ar< )-1/2(ar> )-1/2 

X Ito m t _ I ( - 1) I Y r* e : ) Y re: ) 
X 11+ 1/2 (ar < )KI+ 112 (ar> ) . 

Combination ofEqs. (5.6) and (5.7) yields 

kn _ l12 (air < + r> I) 

781 

= (_I)n41Ta2n-l(r<r> )-1/2 

X Itomt-I (-1)'yr*(:: )Yr(::) 

X (~~)n{I,+ 112 (ar < )K,+ 112 (ar> )} . 
a aa 
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(5.7) 

(5.8) 

Next, we need the following integral representation for the 
product of two modified Bessel functions (MOS, p. 98): 

2Iv (2azl/2)K.v (2bz l
/ 2) = 100 

t -Ie - zt- (a' + b')ltIve~b) dt, 

a<b, Re(z»O. (5.9) 

With the help of the substitutions x = 2z112 and s = 1/t we 
obtain 

Iv (ax)Kv (bx) 

= ~ 100 

s-le -(a'+b')S-X'/4SIv (2abs)ds, a<b. 

(5.10) 

Combination of Eqs. (4.11) and (5.10) yields 

(~ ~)n {Iv (ax)Kv (bx)} 
x ax 

= (_1)n foo s-n-Ie-(a'+b')s-x'14sI (2abs)ds. 
2n + I Jo v 

( 5.11) 

If we compare Eqs. (5.1) and (5.11) we observe that the 
integral representation in Eq. (5.11) can be reduced to a sum 
of products of the type II' (ax)KI' (bx) provided that we are 
able to express the function s - n Iv (2abs) in terms of func
tions ofthe type II' (2abs). For that purpose we use66 

(
z)I'-V "2 Jv(z) 

00 r(1L + m) r( v - IL + 1)(1L + 2m) 

= m~om!r(v-lL-m+1)r(v+m+1) 
X Jv + 2m (z). 

Ifwe now lise (MOS, p. 66) 

JvUz) = eiV1T/2Iv(z), 

we find 

(
z)I'-V "2 Iv(z) 

( 5.12) 

(5.13) 

~ r(1L + m) (IL - v)m 
= ~ (IL + 2m) II' + 2m (Z). 

m=O m!r(v+m+l) 
(5.14) 

Ifwe have IL = v - k, kENo, the infinite series in Eq. (5.14) 
terminates yielding 

z-kIv(z) 

=2-k ± (v+2m_k)r(v+m-k)(-k)m 
m=O m!r(v+ m + 1) 

X I v + 2m _ k (z). (5.15) 

From this relationship we may immediately deduce 

s- nIv (2abs) 

= (ab) n i (v + 2t _ n) r( v - n + t)( - n) t 
t = 0 t!r (v + t + 1) 

X I v + 2t _ n (2abs). (5.16) 

If we combine Eqs. (5.10), (5.11), and (5.16), we find a 
differentiation formula for the product of modified Bessel 
functions which seems to be new: 
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-- {Iy(ax)Ky(bx)} (
1 a)" 
x ax 

( _ ab)" " r( v - n + t)( - n) 1 

= I-------'-
2n '~O r(v+t+1)t! 

(v + 2t - n)Iy+ 21-" (ax)Ky+ 21-" (bx), 

a<b. 

( 5.17) 

With the help of this relationship the remaining differentia
tions in Eq. (5.8) can be done in closed form and we obtain 

k" _ 112 (air < + r> j) 

( - n) 1 r (/ - n + t + 1/2) 
X I, (ar ) t!r(/+t+312) +21-"+112 < 

X K, + 21 _ " + 112 (ar > ). (5.18 ) 

Now we only need the relationship 

rU-n+t+p = (_1)"2"+1 (!-n)/+I 

r(/+t+V (2n-1)!! t!(312)'+1 
( 5.19) 

to see that Eqs. (5.5) and (5.15) are indeed identical. 
It is, of course, possible to derive alternative addition 

theorems for B functions by applying the spherical tensor 
gradient ~;n(V) to Eq. (5.18). However, this would lead to 
expressions less compact than the addition theorems derived 
in the last section. Consequently, we shall not consider them 
explicitly here. In the same way, we could apply the spheri
cal tensor gradient to the addition theorems (4.29)-(4.32) 
for reduced Bessel functions. But, again we do not see that 
the results would be more compact than the B function addi
tion theorems we already know. 

All addition theorems in this paper have the following 
general structure: 

l~ax 

X I. (2)(12m + mlilmillm l ) 
12 = l~lIn 

XFL,(r<,r> )y~+m,(::)- (5.20) 

Since the function I'!' is, by assumption, an irreducible 
spherical tensor, 

I,!,(r) = (jJ,(r) Y'!'(rlr) , (5.21) 

the structure ofthe angular momentum sums in Eq. (5.20) 
containing spherical harmonics and Gaunt coefficients is de
termined by group theory. 21.22.67 Only the "radial functions" 
F~"z (r < ,r> ) are specific for the function Ii that is to be 
expanded. 

In the literature, several general methods for the deter
mination of the FI,/z (r < ,r> ) are described. For instance, 
Ruedenberg21 and Silverstone22 showed how an addition 
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theorem for an irreducible spherical tensor Ii can be ob
tained with the help of Fourier transformation. In this ap
proach, F~"z (r < ,r> ) is given as a radial integral involving 
two Bessel functions of the first kind and the radial part of 
the Fourier transform of I'!'. Apart from some more or less 
trivial cases, the remaining radial integrals are extremely 
complicated and it is very hard to obtain explicit expressions 
for them. 

Another possibility for the determination of the radial 
functions F~"z (r < ,r> ) in Eq. (5.20) consists of the re
arrangement of Taylor expansions. This was discussed by 
Santos,68 Bayman,69 and Niukkanen.44 In this approach, 
F~", (r < ,r> ) is given as an infinite series involving powers 
and differential operators which act upon the radial part of 
I'!'. Again, only relatively simple addition theorems could be 
derived with the help of this approach. 

The radial functions FI", (r < ,r> ) in Eq. (5.20) are 
uniquely determined since they serve as coefficients in or
thogonal expansions. However, in view of the complexity of 
these F~", (r < ,r> ) and since several different approaches, 
which all involve complicated mathematical operations, are, 
at least in principle, available for their determination, it is 
likely that also several different explicit expressions for a 
radial function FL, (r < ,r> ) can be obtained, if such an ex
plicit expression can be derived at all. The numerous differ
ent versions of the addition theorems of B functions, which 
either have been derived already or which probably still can 
be derived, are a striking example for the non uniqueness of 
the functional form of these F~", (r < ,r> ). 

In view of this multitude of different addition theorems 
for the same function it would, of course, be desirable to 
evaluate the relative merits and disadvantages of the differ
ent addition theorems for the same function. However, we 
believe that a context-free evaluation of the different ver
sions of an addition theorem will only lead to conclusions 
that are more or less trivial and that not much insight can be 
gained that way. For instance, it is immediately obvious that 
the addition theorems (4.29) and (4.30) for reduced Bessel 
functions are more complicated than the addition theorems 
(4.31), (4.32), and (5.5), since they contain two nested in
ner sums instead of one, but we are definitely not able to 
differentiate among the remaining three addition theorems 
(4.31), (4.32), and (5.5) on the basis of general consider
ations alone, i.e., without explicitly specifying the context in 
which they are to be applied. 

Because of the same reasons it is also relatively hard to 
compare the different variants of the addition theorem for 
Slater-type functions not only among themselves but also 
with the addition theorems for B functions which because of 
Eq. (3.13) can be used for the construction of new addition 
theorems for Slater-type functions. A further complication 
is that according to Silverstone and Moats27 many addition 
theorems, which are based upon L6wdin's a function meth
od,23 are not of the form ofEq. (5.20). This is due to the fact 
that in the original form of L6wdin's a function method a 
special orientation of the coordinate system was assumed 
that leads to some simplifications among the spherical har
monics and the Gaunt coefficients in expansions of the type 
of Eq. (5.20). Consequently, the addition theorems for 
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Slater-type functions published by Sharma,24,26 Duff,25 
Jones and Weatherford,28 and Rashid29,30 are not directly 
comparable with the addition theorems of this paper since 
they assume Lowdin's23 simplifying orientation of the coor
dinate system and are therefore somewhat less general. 

It is also a typical feature of the addition theorems men
tioned above that they do not contain modified Bessel func
tions as the addition theorems of this paper do. Instead they 
contain products of the type e ± ar < e - ar> multiplied by pow
ers of r < and r> . The equivalence of these two different 
approaches can be proved quite easily. We only need the 
following representations for modified Bessel functions with 
half-integral orders70: 

I ± (n+ 1/2) (z) 

= (21TZ)-1/2{eZ ± (-lnn+v)! 
v=O v!(n - v)!(2z)V 

+(_I)ne- Z ± (n+v)! }, 
v=o v!(n - v)!(2z)V 

K (z) = - e ~ . . (
1T)1I2 -z n (n+v)! 

n+ 112 2z v~O v!(n _ v)!(2z)V 

(5.22) 

(5.23) 

Most closely related with our approach is an addition 
theorem for Slater-type functions that was derived by Silver
stone22 using Fourier transformation and that also contains 
products of modified Bessel functions I and K. In fact, it can 
be shown that Silverstone's addition theorem22 can also be 
obtained by differentiating the addition theorem of the 
modified Helmholtz harmonics B ~ 1,1" Eq. (4.4). The gen
erating differential operator, which has to be used, can be 
obtained by combining49 

m n-l( a )n-I-I _I m 
Xn./(a,r) =a - aa a XI+l,/(a,r) 

and 

This yields 

X;::I(a,r) 

= (_a)n-l(~)n-l-la(~~)/+lal+l 
aa a aa 

X B~/,/(a,r). 

(5.24) 

(5.26) 

As we could show in this paper, the differential operator 
(a-1a faa) poses no particular problems. However it is by 
no means a simple task to obtain closed-form expressions if 
one has to apply higher powers of a faa to products of modi
fied Bessel functions as they occur in the addition theorems 
for B '::1' It is probably much simpler to proceed as we sug
gested, i.e., to combine Eq. (3.14) with one of the addition 
theorems for B functions. 

Finally, we would like to remark that we are not aware 
of any reference dealing with pointwise convergent addition 
theorems of the other sets of exponentially declining func-
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tions, which are defined in Eqs. (3.15), (3.17), (3.19), and 
(3.22). The addition theorems of B functions in combina
tion with Eqs. (3.16), (3.18), (3.21), and (3.24) allow a 
convenient and systematic construction of addition theo
rems for these functions. This should simplify the applica
tions of these exponentially declining functions in all situa
tions in which multicenter problems can occur, especially in 
LCAO-MO calculations of molecules, clusters, and solids. 
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The Hamilton-Jacobi theory of a special type of singular continuous systems is investigated by 
the equivalent Lagrangians method. The Hamiltonian is constructed in such a way that the 
constraint equations are involved in the canonical equations implicitly. The Hamilton-Jacobi 
partial differential equation is set up in a similar manner to the regular case. 

I. INTRODUCTION 

Studies on singular systems started around the 1950's. 
Dirac) first investigated the discrete singular systems setting 
up the basic structure. Bergmann2 and his collaborators 
stressed on the relation between invariance principles and 
constraints in field theories. In fact, their efforts were to con
struct a Hamiltonian approach of general relativity to quan
tize the theory since the Einstein's theory of gravitation is a 
singular theory due to its general covariance. Singular field 
theories became the center of interest for physicists especial
ly after the pioneering work of Faddeev3 who introduced the 
Feynman path integral quantization of singular systems. 
Nowadays singular systems find a very wide range of appli
cations in theoretical physics. An invariance under a global 
gauge transformation implies a singular theory. Hence, 
starting from the electromagnetic theory, all gauge theories 
have singular nature. String theories, which are hot research 
subjects of our time, are other typical examples of singular 
field theories. 

The aim of this work is to obtain a valid and consistent 
Hamilton-Jacobi theory of a special type of singular contin
uous systems. In fact, this work is a continuation of previous 
papers4

,5 in which we studied the regular fields and singular 
discrete systems. The main trend in the treatment of singular 
systems is, following Dirac, to start with the Lagrangian and 
then pass to phase-space-defining canonical momenta. 
Equations of motion are given by Poisson brackets defined in 
the full phase space. Unfortunately this treatment does not 
lead to a valid Hamilton-Jacobi theory that is essential for 
the dynamics of any system. Thus we need the necessity of 
elaborating singular continuous systems by the equivalent 
Lagrangians method. 

This paper is arranged as follows: In Sec. II the Hamilto
nian of a singular continuous system is determined by the 
method of equivalent Lagrangians, and the first set of the 
canonical equation is obtained. In Sec. III an alternative ap
proach for singular systems is displayed. In Sec. IV it is 
proved that the Hesse determinant of the Hamiltonian has 
the rank 4n - p. A general discussion is given in Sec. V. 

II. EQUIVALENT LAGRANGIANS METHOD 

Singular systems are defined as those systems for which 
the Hesse determinant 

1 

a2L 1 .. 1 ailI aqj' l,} = , ... ,n, (2.1 ) 

has the rank n - p, where p < n. The first step in the treat-

ment of singular systems is to demonstrate that any singular 
system may be considered as a system of p constraints. In 
other words, the dynamics of singular systems is the dynam
ics of constrained systems. Let 

(2.2) 

Since the rank of the Hesse determinant is n - p, p of the 
functions/; may be expressed as 

fa = Ka (Ia), a = 1, ... ,p, a = p + 1, ... ,n. (2.3) 

Thus, one may treat p equations (2.3) as the constraint equa
tions, i.e., 

(2.4) 

The Hesse determinant of a continuous system4 is a 
4n X 4n determinant formed by the partial derivatives of 
L(cf>;,a!-, cf>;xv) with respect to 

. acf>. 
cf>k=--' , 

axo 
. acf>. 

cf>r=--' , 
aX3 

• acf>. 
cf>m=--' , 

aX2 

i,k,l,m,r = 1, ... ,n. 

(2.5) 

A continuous, singular system has a Lagrangian L such 
that the rank of determinant 

1 
.a2L, I, p,u= 1, ... ,4n, 

acf>pacf>" 

is 4n - p, where p < 4n. 

(2.6) 

The investigation of systems with constraints had been 
done in a previous work.5 Another version of the same meth
od will be employed in this work. The starting point of this 
method is the function 

M(xv,cf>;o4>p,Aa) = L(xv,cf>;,4>p,) + AaGa, (2.7) 

where i runs from 1 to n and v from 0 to 3. 
In this work we will be interested in cases for which 

l
aGal a4>p #0, a,/3 = 1, .... p. (2.8) 

This definition reduces the variational problem to an ordi
nary calculus problem. Equivalence ofLagrangians L ' and L 
where 

, dS!-, 
L =L--

dx!-, 
(2.9) 

implies that the necessary condition to have a local mini-
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mum of L ' in a certain neighborhood of <i> p = 1/ p (CPj,xv ) 
with constraint equations (2.4) leads to the fundamental 
equations 

as!, aM(xv,CP;,A.a,<i>G = 1/(7) 
acp; acpp 

as . 
_!'- = M(Xv,CP;.AaCPG = 1/a) 
ax!, 

(2.10) 

(2.11 ) 

One should notice that the theory depends on multipliers Aa . 
Hence we will treat the problem as if there are Sn + 4 + P 
variables cP i, <i> p' Xv, and Aa. The existence of constraints 
actually reduces the number of independent variables to 
Sn+4. 

To pass to phase space one introduces the canonical mo
menta as 

aM 
. , p = 1, ... ,4n, 

a( cP p) 
(2.12) 

(2.13 ) 

Since the determinant of the matrix 

( 

a2M ) acp acp aGa 

::" ~P , a,6 ~ 1, ... ,p (2.14 ) 

is not zero one may solve Eqs. (2.12) and (2.13) for<i>p and 
Aa as 

<i>p =qJp(CP;'PG,Pa'xv)' Aa =Xa(CP;'PG,Pa'xv)' (2.1S) 

In this notation the fundamental equations read as 

as!, 2 6 P =- ( .1 ) 
p acp;' 

as!, 
- = M - ppt/Jp. (2.17) 
ax!, 

Defining the Hamiltonian as 

HI (xv,CP;,Pp,Pa) 

= - M(xv,<i>p = qJp, Aa = Xa) + PpqJp + PaXa' 
(2.18 ) 

some partial derivatives of HI may be evaluated as 

(2.19) 

(2.20) 
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aHI = __ aM __ aqJ_a __ aM __ aX_a 

app 

(2.21 ) 

Actually (p) equations (1.13) reduce the Hamiltonian 
HI to 

H(xv,CP;.Pp) =.HI (xv,CP;,Pp,Pa = 0) = - M + PpqJp 
(2.22) 

A similar calculation shows that Eqs. (2.19)-(2.21) are val
id for H also, i.e., 

aH = _ aM, aH = _ aM, aH = <i> p' (2.23) 
axv axv acpi acp; app 

There is still a third way to define a Hamiltonian H that 
is completely equivalent to (2.18). It is obtained by replac
ing the expression (1.7) in (2.18). The explicit form is 

H(xv,CP;.Pp) = -L(xv,CP;,<i>p =qJp) +PpCPp' (2.24) 

Although H is similar to the Hamiltonian of a regular 
system one should keep in mind that the generalized mo
menta P p are defined by the function M not by L. 

The definitions (2.18) and (2.24) are completely equiv
alent dynamically. In other words both definitions yield to 
the same partial derivatives (2.19)-(2.21). In fact, 

aHI = aL _ a!- aqJp -A 
axv axv acp p axv a 

(
aGa aGa aqJp) aqJp 

X --+-.--- +pp --, 
axv acp p axv axv 

aHI = aL _ a!- aqJp_A 
acp; acp; acpp acp; a 

(
aGa aGa aqJa) aqJp 

X acp. + a<i> acp. + Pp acp. ' 
, P I I 

aH _ a!- aqJa + CPp + PG aqJa _ Aa 
app acpG app app 

X (a~a aqJG). 
aCPG app 

Due to the constraint equations 

Ga(xe,CP;,<i>p =qJp) =0, 

terms in the parentheses are zero, thus 

aHI aH aM 
--=-=--, 
axv axv axv 

aHI aH aM 
--=--= 
acp; acp; acp; 

aHI aH 
--=qJp =-. 
app app 

(2.2S) 

(2.26) 

(2.27) 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

III. AN ALTERNATIVE APPROACH FOR SINGULAR 
SYSTEMS 

The condition (2.8) implies that the constraint equa
tions 

(3.1 ) 
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may be solved for <i> a in terms of xv, <1>;. and <i> a as 

<i>a ='I'a(xv,<I>;.<i>a), a=p+ 1, ... ,4n. (3.2) 

Thus instead of the Lagrangian L(xv,<I>;,<i>p) one may 
as well start with the Lagrangian 

I(xv,<I>j,<i>a) =L(xv,<I>j,<i>a,<i>a = 'l'a). (3.3) 

It is ~bvious that the constraint equations are intro
duced in L implicity. In this approach the system defined by 
the Lagrangian L(xv,<I>j,<i>p) and (p) constraint equations 
(3.1) is c~nsidered as a system described by the regular La
grangian L that has non vanishing Hesse determinant. 

To pass the phase space one should be able to express <i> 
in terms of xv,<I>j, and Pp' where Pp's are defined as (1.12) 

aM aL aGp 
Pa =-.-=-.-+Ap -.-, 

act> a act> a act> a 

(3.4 ) 

aM aL aGp 
Pa =-.-=-.-+Ap -.-. 

a<l> a act> a act> a 
(3.5) 

Contracting (3.4) witha'l'a/a<i>a and adding it to (3.5) one 
obtains 

(3.6) 

The identities 

Ga(xv,<I>j,<i>a ='I'a,<i>a) =0 (3.7) 

make the second parentheses equal to zero. So, one gets 
4n - P equations 

aI a'l'a 
Pa = act> - Pa a<i> ' (3.8) 

a a 

which are independent from Aa. Solving them for <i> a's as 

<i>a = f/Ja (xv,<I>;.Pp)' (3.9) 

we have achieved to express <i> a in terms of P . Besides, these . p 

expressions make it possible to write <l>a's in terms ofpp as 

<i>a = f/Ja (xv,<I>j,<i>a = f/Ja) = f/Ja (xv,<I>;.Pp). (3.10) 

In this approach the definition of the Hamiltonian reads as 

H(xv,<I>;.Pp) = - I(xv,<I>;.<i>a = f/Ja) + Paf/Ja + Paf/Ja· 
(3.11 ) 

This definition again leads us to the first set of canonical 
equations. In fact, 

aH aI af/Jb af/Ja af/Jb --;;-= - !Jd.. -a +Pa +Pa -a +Pb -a . 
TJa U'¥b TJa TJa TJa 

(3.12) 

Making use of (3.8) one expresses aI/a<i>b as 

aI a'l'a 
a<i>b = Ph + Pa a<l>b . (3.13 ) 

Hence (3.12) takes the form 

aH . 
--;;-=f/Ja=ella. 

TJa 
(3.14) 

In the same manner, one may show that 
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aH . a = f/Ja = <l>a· 
TJa 

(3.15 ) 

_ Now to check the equivalence of the Lagrangians Land 
L one should demonstrate that the Hamiltonian obtained 
from I with P constraint equations 

fa=<i>a-'I'a=O (3.16) 

coincides with the Hamiltonian (3.11). This coincidence 
will be exhibited in the following section. 

As in the previous case one should start with the func
tion 

M(xv,ellj,<i>p.la) =I(xv,<I>j,<i>p) +lara. 

By introducing the canonical momenta as 

- _ aM _ aI 1 a'I' a 

Pa - a<i> - a<i> - a a<i> ' 
a a a 

_ aM -
Pa =-.-=Aa, 

aella 
one arrives at the relation 

(3.17) 

(3.18 ) 

(3.19) 

_ aI _ a'l'a 
Pa = -.- - Pa -.- . (3.20) 

act> a act> a 

By comparing relations (3.20) and (3.8) one deduces that 
two definitions of generalized momenta P and P are the • p p 
same, I.e., 

Pa =Pa, Pa =Pa· 

Hence one may solve Eqs. (3.20) for <i>a as 

<i>a = f/Ja (xv,ellj,pp), 

ella ='I'a(xv,eII;.<i>a ='I'a) =f/Ja(xv,elljpp). 

The Hamiltonian derived from I is 

H(xv,<I>j,pp) = - I(xv,<I>j,<i> a = f/Ja) 

+ Pa 'I' a + Paf/Ja 

= -I+Paf/Ja +Paf/Ja =H. 

(3.21 ) 

(3.22) 

(3.23 ) 

This treatment reveals the fact that the Hamiltonian of a 
constrained system is independent from the Lagrangian that 
we start with. In this sense both Lagrangians L and I are 
completely equivalent. 

IV. DETERMINATION OF THE HESSE DETERMINANT 
OF H(x",(/J"pp) 

Another point to be specified is that the Hamiltonian of 
a constrained system with P constraint equations has the 
rank 4n - p. To demonstrate this let us start with Eqs. 
(3.14), which are the first set of canonical equations of mo
tion. Due to the condition 

I af/Ja 1#0 
aPh 

the identities 

. aH 
f/Ja = ella =a

TJa 
imply that 

(4.1 ) 

(4.2) 
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I a2H 1#0 
apaaPb . (4.3 ) 

Besides 

(4.4) 

By taking the partial derivatives of the both sides of Eq. 
(4.4) with respect to Pp one obtains 

a2H aqJa a2H 
apaapp - act>a apaapp , 

(4.5) 

which implies that the rank of the determinant 

I 
a2H I (4.6) 

app apu 
is at most 4n - p. Due to the condition (4.3) we deduce that 
the rank of the Hesse determinant is actually 4n - p. 

v. CONCLUSION 

As it was stated in the Introduction, our main goal is to 
construct a valid Hamilton-Jacobi theory of singular, con
tinuous systems. To achieve this goal we start with the equiv
alent Lagrangian L ' and the necessary condition to have a 
local minimum of L ' leads us to the fundamental equations 
(2.10) and (2.11). The phase-space treatment reduces the 
variational problem to the solution ofthe Hamilton-Jacobi 
partial differential equation (HJPDE), 

as" = -H(ct>i'Xv , as,,). (5.1) 
ax" act>i 
We stress on the fact that the definition of the Hamilto

nian is independent of the Lagrangian that we start with. In 
other words, both Lagrangians L and I are dynamically 
equivalent. The first set of the canonical equations (3.14) 
and (3.15) directly follow from the definition of the Hamil-
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tonian just like in the regular case. One point that should be 
clarified is that the constraint equations Ga = 0 are implicit
ly included in (3.14) and (3.15). Thus the rest of the theory 
is completely the same as in the regular case. If S are any set 
of solutions of the HJPDE then the solutions of Eqs. (3.14) 
and (3.15) are the extremals ofthe action. This formulation 
leads us to the second set of the canonical equations 

ap"i aH \.I • 
- = - v /-l,l (5.2) 
ax" act>i 

as in the regular case. The only difference between the regu
lar and the singular cases is in the definition of the general
ized momenta. In the singular case they are defined as 

aM 
Pp = act> 

p 

contrary to the usual definition 

aL Pp =-.-. 
act>p 

(5.3 ) 

(5.4 ) 

Of course one should keep in mind that all of these calcula
tions are based on the condition (2.8). The most general case 
will be studied in a subsequent paper. 
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The exact solutions for the discrete Boltzmann models are sums of similarity shock waves: at 
least three for the (2 + 1) -dimensional solutions (two spatial coordinates). Here, for the 
three-dimensional, six velocities, Broadwell model shock waves solutions are also constructed. 
The difficult problem is the determination of solutions with positive density. It is proven that 
in the arbitrary parameters space, from which the solutions are constructed, there exists a 
domain leading to positivity. As an illustration, a numerical example is discussed. In the spatial 
coordinate plane both shock waves along one axis and bumps along the other are observed. 
The movement of these structures with time is discussed. 

I. INTRODUCTION 

For the discrete Boltzmann models, I the velocity V can 
only take discrete values Vi' IVi I = 1, i = l,oo.,2p withp cou
ples of opposite velocities V2i + V2i = 0, i = l,oo.,p. To each 
velocity Vi is associated a density Ni (x,t) (x spatial coordi
natesx l ,x2 ,oo.,xq ). 

The simplest solutions are the similarity shock waves 
solutions 

Ni =nOi +nJ(1 +dexp(pt+'Y·x»), d>O, (Ll) 

with 'Y·X = };YqXq' while exact multidimensional solutions 
have been found simply as sums of such solutions 

JI11 <I.\ n·· 
Ni = nOi + I _J_', Dj = 1 + dj exp(p/ + 'YjOx) , 

j= I Dj 

(1.2 ) 

with jmax = 3 for the (2 + I)-dimensional solutions (two 
spatial coordinates). 

Three classes of exact (2 + 1 )-dimensional solutions 
are known: (i) a solution relaxing toward nonuniform Max
wellians,2 (ii) semi periodic solutions,2 (iii) shock waves. 3 

Three models have been investigated: the 4Vi planar model, I 
the 6v i three-dimensional Broadwell model, I and as a gener
alization, in a p-dimensional space, an hypercubic model. 2 

Unfortunately, shock wave solutions, which physically 
are the most interesting ones, have not been obtained for the 
Broadwell model. This model is the most popular one and 
the most studied. Multidimensional solutions are more diffi
cult to handle for the Broadwell model than for the 4Vi one 
(for which shock wave solutions are known, 3

) the main rea
son being that the Broadwell model has two independent 
quadratic collisions terms. With two collision terms we dou
ble the number of constraints and it is not clear that we still 
have sufficient freedom for the construction of solutions. 
Another difficulty, present for all multidimensional solu
tions, is the necessity to build up positive densities. When the 
number of densities increases (four for the 4Vi model and six 
for the Broadwell one) then the number of constraints for 
positivity increases too. 

Our goal is not to construct the most general shock wave 
solutions but only to prove that such solutions exist. Due to 

the two abovementioned difficulties, we simplify, as much as 
possible, our class of solutions. 

For the Broadwell model, the three velocities V2i _ I' 

i = 1,2,3 are along the three OX i axis and the six densities 
satisfy the equations 

Nit +N,x, 

= N2l - N2x, = Coli = N3N4 + NsN6 - 2NIN2, 

N3l + N3X2 

= N4l - N4x2 = Col3 = NIN2 + NsN6 - 2N3N4 , 

NSI + NSXl 

= N6l - N6X1 = - Nil - N3l - NIX, - N 3x2 . 

(1.3 ) 

Here, we construct a simple class of solutions with four 
independent densities: N6 = N4, Ns = N3, and 

(1.4) 

'YIOX = YIXI + Y2(X2 + x 3 ) = y, 

'Y2°X = - y, 'Y3X = Y31 X I + Y32(X2 + x 3 ) . 

We note that in the three spatial coordinates, the solutions 
depend only on two coordinates XI and X 2 + X3 so that we 
can discuss as well the properties in an (x,y) coordinate 
plane (YIY32#Y2Y31)' 

The positivity study is simple in a one-dimensional coor
dinate space. If the two asymptotic shock limits along the X 

(or y) axis are positive, then we can manage the dj > 0 pa
rameters in Dj so that positivity is preserved along the whole 
X (or y) axis. In a two-dimensional coordinate space we 
must control the positivity in all the asymptotic x,y direc
tions of the plane. However a generalization of the one-di
mensional result remains. The asymptotic shock limits be
come plateaus in the plane, and it was proved (Appendix A 
of Ref. 3) that, if these limits are positive, we can still choose 
dj such that positivity be preserved in the whole x,y plane. 
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For each density N; of the ( 1.4) type, there exist four asymp
totic plateaus that must be positive, 

~7j = no; + nj; > 0, 
( 1.5) 

~;j = ~7j + n3; > 0, i = 1, ... ,4 j = 1,2. 

The principle of the positivity proof is then simple. We must 
express the 16~; in terms of the arbitrary parameters that 
built-up the solutions and prove that there exists a positivity 
domain in the arbitrary parameters space. For (1.4) solu
tions we put nOI = 1, the two arbitrary parameters being 

(s = n 12ln ll ,n02 ) (1.6) 

and we restrict our positivity study to sE[0.9,1]. 
In Sec. II we contruct a class of positive solutions of the 

(1-4) type (all the cumbersome details are written down in 
the Appendix). The main ingredient that allows an analyti
cal proof (already present for the 4v; model Ref. 3) is the 
following: all asymptotic plateaus are factorized out as a 
product of two first-order n03 factors of the type 

n03~i = 0i(s)(n03 - Bm (s)nOI )(n03 - no2Bm· (s)). (1.7) 

Thus, to verify the positivity of~;, it is sufficient to check the 
positivity of each factor. The n~3 coefficients are s dependent 
while the roots are nOi i = 1,2 multiplied by s-dependent fac
tors. In principle we have 32 such Bm, however, invariance 
properties allow us to calculate only six of them and to de
duce the others. First for each ~?,iJ,k, fixed we determine 
the n03 interval in which the ~ ~j are positive and we study the 
intersections of these 16 n03 intervals. Second n03 being con
structed from (n02's) the final result (Theorem 4) is of the 
following type: if SE (0.9,1 ) and n02 has well-defined s-depen
dent lower and upper bounds then the 16 ~~j are positive [see 
Fig. 1 for the (s,no;) positivity domain]. 

As an illustration, in Sec. II, we study a numerical exam
ple, with physical structures different from those of the ex
amples studied in the 4v; model. 3 Similarity shock waves 
are, in coordinate space, like kinks. For the solutions (1.4) 
or those of Ref. 3, the first two components depend on only 
one spatial coordinate Dj = 1 + dj exp 7 jY (at t = 0). Here 
71 = - 72 = 1 while in Ref. 3 the two 7 j have the same sign. 
These solutions are sums of two kinks in the y variable and 
one (third component) in the x variable. If, like here, the 
two 7 j are opposite, the y dependence is no longer like a 
shock wave sum of two kinks but like a sum of a kink and an 
antikink. So for the present solutions (1.4) we observe a 
shock wave along the x axis and a bump along the y axis. 
Deformations of these initial time structures, when the time 
is growing, are observed: the shock part moves in the coordi
nate space with its shape practically unchanged, while the 
bump spreads out. 

II. CONSTRUCTION OF POSITIVE SOLUTIONS 

All details are given in the Appendix and we briefly re
port the main results. For (1.4) type of solutions, due to 
Coli + 2Col3 = 0 and N; (X I,X2 + x3,t), simplifications oc
cur in the Broadwell model quantities (AI). We construct 
the (2 + 1 )-dimensional solutions in two successive stages: 
first (1 + I)-dimensional solutions as sums no; + ~njiIDj' 
j = 1,2 of the two first components and second we add the 
third component n3/D3' 
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A. Algebraic construction of the two first components 

There exist eight relations [written down in (A2)] for 
11 parameters nOi>nli,p'Yj' leaving three arbitrary ones. We 
choose 

(2.1 ) 

as the arbitrary parameters and construct all others in 
successive steps. 

(i) First we define s-dependent intermediate parameters 
n l ; = nliln ll , Y = nl3 + n 14, fori = 3,4, 

2Y(1+s)= -s+{8, D=r+4(1+r)(l+s)2, 

2n13 = Y + ~1 +? + YsI( 1 + s), n l4 = Y - n l3 . 

(2.2) 

(ii) Second n04 = nOln021n03 while n03 and nil can be 
obtained from the arbitrary parameters 

2n03 = - f..l + ~f..l2 + 4n02nOI , 

f..l(n I4 - n13 ) = (nol - n02 ) (1 - y) , 

nllA I = nols + n02 - n03nl4 - noii 13 , 

A I =n 13nI4 -s. 

(2.3 ) 

(iii) Third, with the help of (2.2) and (2.3), we con
struct all n I i parameters from (2.1 ) : n 12 = sn II' 
n li = nlin ll , i = 3,4, and the frequency P and wave vector 
YI'Y2 from the n Ii [see (A3)]. 

B. Algebraic construction of the third component 

There exist seven parameters n3i>P3'Y3j and seven rela
tions (A7). This means that we must build up these param
eters from the arbitrary ones s, n02' 

(i) First we define s-dependent intermediate parameters 

z = n321n31 , n3i = n3/n 31 , i = 3,4, S = n33 + n34 , 

2z= -v+P"=4, 
(v- 1/s)(1 +s + Y 12) 

= (1 + s)(s + 1/2) + O.SY(s + 2 + 3s/(1 + r)), 
S= (1 +y)(1 +z)IY, 

2n33=S+~S2+2Szl(l+z), n34 =S-n33 . (2.4) 

(ii) Second we obtain n3J as a function of s, n02' 

n31A3 = nolz + n02 - n02n34 - n04n33, A3 = n33n34 - z . 
(2.5) 

(iii) Third, with the help of (2.4) and (2.5) we con
struct all n3; parameters from (2.1): n32 =zn31 , 
n3 ; = n3;n31 , i = 3,4, and the frequency P3 and wave vector 
Y31' Y32 from the n3; [see (AS)]. 

C. Shock limits I~J =nol +nJI,I~J = I~J +n31 (see Tables I 
and II) 

1. There exists an interesting property (already presene 
for the 4v I model): all the ~i (we omit the upperscripts) in 
the present class can be written in a factorized form 

n03~i = 0; (s)(n03 - nolBk (s) )(n03 - no2B k • (s)) . (2.6) 

For these quadratic n03 polynomials, the coefficients of n~3 
are s dependent while the roots are ofthe type nOI (or n02) 
multiplied by s-dependent terms. Consequently we can easi-
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ly study the n03 intervals in which n03l:; is positive. We want 
to understand this factorization (2.6). We remark that from 
the n ll ,n3, expressions, all nji and consequently alll:; are 
linear combination of the no; with s-dependent coefficients, 

4 

l:; = I Ap (s)nop . (2.7a) 
p=' 

Recalling that n04 = n02no,ln03' it turns out that the follow
ing identity: 

(2.7b) 

is also satisfied in our solutions. Then the structure (2.6) 
holds for the l:;. This factorization holds for the 16 l:; and 
we give four examples in subsection 3 of the Appendix [see 
(A 13 ) ]. Here we report two other examples. We begin with 
l:~' = n02 + n'2 = n02 + sn ll and substitute (2.3) for nil' 

(2.8a) 

and note that the identity (2.7b) is trivial. We go on with 
l:~' = l:~' + n32 and substitute (2.5), 

l:~' = ~~' + (no,z2 + n02z - noii34z - noii33z)IA3, 
(2.8b) 

with l:~' in (2.8a). The identity (2.7b) becomes 

(n34A ,z + sn,,.A3)(sn\3A 3 + n33zA I) 

= (~A3 + rA,)(n\3n I4A3 + zA ,) , 

which is easily verified using the relation (A1O) for s + z. 
2. Other useful relations that simplify the calculations of 

the l:; are provided by invariance properties (yet present in 
the 4v; model). For the exchange 1~2 or ~1~~2 we must 
perform both nOl~n02 and njl ~nj2' For the intermediate 
parameters this gives 

(1~2) --+ (s~1/s,nli~nlils,z~I1z,n3;~n3;1s) . (2.9) 

As an application for l:;j, i = 1,2, we see, for the roots, that 
B, = n\3--+B, = n\3ls and B2 = I1n'4--+B2 = sln'4' With 
(2.9) we find A ,--+A,/~, A3 --+A3/r, and forinstance for the 
root no2B4 of ~~' 

B4 = (AI +A3)/(n34A, + n 14A3) 

--+B4 = (~A3 + rA,)/(n34zA I + n 14sA3) . 

We can verify that the same transformations (2.9) applied to 
Bm giveBm, m = 1, ... ,6. 

j= 1 Y;'-Yi, O;'-Oi 

Y, = (n03 - not B,)(n03 - n02B2 ) Y2 = (n03 - nO,B2)(n03 - n02B,) 

l:3 = (n03 - no,B,)(nQ3 - no2B,) Y4 = (n03 - nO,B2)(n03 - nO,B2) 

3. A third simplification (common to the 4v; model) 
comes from the fact that l:; for i = 1,2 and i = 3,4 (k,j 
fixed) have common roots. For instance, l:i' = ~~' if 
no, +n ll -n03 -n'3=0 or nOI-n03+nll(l-nI3) =0 
or with (2.3) for nil: 

(no,n\3 - n03)(n03(nI4 - s) + n02 (n\3 - 1)) = 0. 

The first factor gives the common root no,B,. 
In conclusion, for the 16 l: i> instead of the 32 possible 

roots, only nolBk , k = 1,3,5, andn02Bk " k' = 2,4,6, are real
ly independent. 

D. Signs and bounds for the intermediate parameters 
if1l1if3/,z, when s belongs to [0.9,1] 

In the sequel we limitsto the interval (0.9,1). In subsec
tion 4 of the Appendix we study the square-roots representa
tions (2.2) for Y,n'3 and (2.4) for z,n34' We find that 
Yn'3' - n'4 are positive and increase between their values 
at s = 0.9 and s = 1. We prove Theorem 1 with the results: 
n\3>O, n'4<0, z<O, n33>0, n34 >0, A, <0, A3>0, 
n '4 + n34 > 0, n '3 - n33 > 0, and the numerical bounds. 

1.33 <;n 13 <; 1.4, - 0.21 <;n'4<; - 0.2, 

0.52 < n33 < 0.63, 0.43 < n34<;0.54 . 

E. n03 intervals for positive l:~J, sE[0.9, 1] and no/>O 

In subsection 5 of the Appendix, for each of the 16 l:; 
written down like (2.6) in Tables I and II, from the signs of 
0; (S),Bk (S),Bk' (s) we determine the n03 interval for which 
~i > O. The intersections of these 16 intervals lead in 
Theorem 3 to the positivity domain: 

(2.10) 

F. (n02,SE[0.9, 1]) domain for l:~J>O 

Here, n03 is constructed from the (n02,s) arbitrary pa
rameters with the representation (2.3): 2n03 

= - J-l + ~ J-lz + 4no2 ,J-l being sand n02 dependent. Inequal
ities of the type n03~Xn02' n03~nO'X, with X and X s = de
pendent positive functions can be expressed in the (s,n02 ) 
variables. This is done in Lemma 12 of subsection 6 of the 
Appendix, leading, respectively, to n02~F(X), n02~G(X) 
with F, G given by 

B, =ii\3>O, B, =B/s>O, B2 = l/ii'4<O, B2=sB2<O, A, =ii'4ii\3-S<O, 0, = -ii'4IA,<O 

02=SO,<O, 0 3 = -sA,>O, 04=ii'40,>O 

j=2 y;2_Yi' 0;2_0i 

Y, = (n03 - no,/B2)(n03 - no2IB,) Y2 = (n03 - no,IB,)(n03 - no21B2) 

Y3 = (n03 - no,/B2)(nQ3 - no21B2) Y4 = (n03 - no,IB,)(n03 - n02IB,) 

0,= -ii\3sIA,>O, 02=SO,>O, 0 3 = -sIA,>O, 04=n,,2/(-A,»O 
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j= 1 l:~'-l:" O~'-O, 

I:, = (n03 - nOlB3) (n0 3 - n02B.) I:2 = (n03 - no,B.) (n03 - n02B3) 

I:3 = (n03 - nOlB.)(n03 - n02B.) I:. = (n03 - nOlB3)(n03 - no2B2) 

z<O, ii31 >0 i = 3.4, A3 = ii33ii3' - z> 0, - A,A3 >0,0, = ii~, + ii,.A3 <0, O2 = ii3.zA, + ii,.sA3 > 0 

0 3 = - 3sz/4> 0, O.=A,ii~. +A3iii. <0, B3 = 0 3/0, = 02/O.<O,B.= (A, +A3)/O, = (iinA3 + ii33A,)/O,>0 

B3 = 0 3/02 = 0,/0.>0, B. = (rA3 + rA,)/02 = (n 13sA3 + ii33zA,)03 >0 

j = 2 I:~2_I:" 0~2_0, 

I:, = (n03 - nO,B5)(n03 - no2B6) I:2 = (n03 - nO,B6)(n03 - no2B5) 

I:3 = (n03 - nO,B6) (no3 - no2B6) I:. = (n03 - nOl B5) (n03 - no2B5) 

0, =A,ii3.+sii13A3>O, O2 =A,zn3.+A3n 13 >O, 0 3 = - 3sz/4> 0, O. =A,ii~4 +A3iiiJ >0 

B5 = 0 3/0, = 0 2/0.>0, B5 = 0 3/0 2 = 0,/0.>0, B6 = (rA3 + A,)/O, = (ii33A, + sii,.A3)03 <0 

B6 = (rA, + A3)/02 = (Zii33A, + A3ii,.)/03>O, 0 3 = zA, + ii'3ii,.A3 = A,ii33ii3• + SA3 

F(X)= n13 -n I4 +(1-s)X , 
X[(nl3 - n 14 ) + l-s] 

G(1'} = X2(n13 - n 14 ) - 1'( 1 - s} 

nl3 - n l4 - n-X(1 - s) 

(2.11 ) 

Then the positivity domain (2.9) can be written down in the 
n02' s plane (see Theorem 3' in the Appendix) as 

Sup(F(BI),G(Bs )) < n02 <inf(G(BI},F(s/BI»). (2.10') 

It remains to determine the sup of the lower bounds and the 
inf of the upper bounds. This is done in Lemma 14 and we 
obtain the final positivity domain (see Theorem 4 in the Ap
pendix) l:i > 0 if 

F(B4} <no2 <G(BI }, SE[0.9,I], nOI = 1, 

G(B
I
} = n13(s-1 :!"nl3~nl3-nI4)), 

sn 13 - n l4 

F(B } = nl3 - nl4 + B4( 1 - s} 
4 B4(B4(n 13 - n14 } + 1 - s) , 

and B4 is written down in Table II. The corresponding 
(s,n02) domain is presented in Fig. 1. 

III. PHYSICAL DISCUSSION AND NUMERICAL 
RESULTS 

In addition to the N;, we introduce the total mass 
M = l:N;, and instead of the original X I ,X2 + x plane, we 
consider the x,y plane defined in (1.4): 

m· 
M(x,y,t) = mo + L _1 , 

j Dj 

1.9 

1.7 
0.9 

FIG. 1. The (s,n02 ) domain for positive l:~j. 
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mj = njl + nf2 + 2(nj3 + nj4)' j = 1,2,3, 
(3.1) 

mO = nOI + n02 + 2(n03 + n04 ), m\ = m 2 = m. 

For simplicity we assume d2 = d\ = d. In such a case 
D2 = D \ ( - y), M is even in y while this property does not 
hold for N\ and N2. We introduce Q = 1/D\ + 1/D2 and 
rewriteM 

Q(y,t) = 1/(1 + deY) + 1/(1 + drY), d = d exp(pt) , 

M = mo + mQ(y,t) + m3/( 1 + d3eX
), d3 = d3 exp(P3t) . 

(3.2) 

For t fixed, the equidensity lines x(y), corresponding to 
M(x,y,t = const ) = const are easily constructed from 
(3.2), 

x = -log d3 + log(m3/(mo + mQ - M) - 1), (3.3) 

x being real, the argument ofthe log must be positive. 
We choose an example with the following values for the 

arbitrary parameters: 

nOI = 1, s = 0.97, n02 = 1.916, (3.4a) 

which satisfy Theorem 4. We deduce for the other param
eters 

nli = - 0.998, - 0.968, - 1.375, 0.2084, 

n3; = 0.0818, - 0.0288, 0.0457, 0.0436 

i = 1,2,3,4; YI = - 0.04, Y2 = - 3, Y31 = 0.2, 

Y32 = 0.002, mo = 8.454, m l = - 4.298, 

m3 = 0.2315, P = 2.5, P3 = - 0.09. (3.4b) 

With these values, one can verify that the l:~j are positive. 
For the dj we choose 

d = 6, d3 = 0.5, (3.4c) 

Mbeing symmetric with respect to the x axis, we restrict our 
study to the half-plane y > O. 

A. Equldenslty lines M(x,y.t=O)=const [Fig. 2(a)] 

The asymptotic plateaus (x and y large) are 
mo + m = 4.16 in the right half-plane x> 0 and 
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<s) 
Y 

~ 
m,+m +m, 

4.16 

MIx, y, t=OI = const 

4.5 4.37 

6 

7.23 

7.45 
-5 0 5 

4.37 Y (b) 

mo+m +m, 

~ 
4.16 

5 

6 5 

7.5 

M(x,Y,11 = const 

8.5 x 

-5 o 5 10 

mo + m + m3 = 4.38 in the left x < 0 one, m3 being the dif
ference between the two shock limits. Similarly, along any 
line parallel to the x axis (y fixed), the difference between the 
two shock limits is m3 > O. This shock structure is provided 
by the third similarity component m3/ D3 with a downstream 
domain at the right and an upstream one at the left. In this 
upstream domain the shock limits, when x .... - 00, are 
mo + mQ(y,O) + m3(mO + mQ(y,O) in the downstream do
main when x .... 00 ). If d > 1 then Q < 1 and, due to m < 0, the 
asymptotic plateaus mo + m + m3 provided the highest 
equidensity lines. If (like in the present numerical example) 
d> 1, then Q< 1, the highest values mo + 2m/ 
(1 + d) + m3 are obtained along the x axis (y = 0). Then 
Q(y,O) increases with y and the shock limits decrease when 
Iyl is increasing. Consequently, for the profiles parallel to the 
y axis, we observe a bump in a strip parallel to the x axis. 
Similarity shock waves behave like kinks. One can say that 
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4.37 
mo+m +m, 

~ 4.39 
4.16 

30 
6 

8.454 
8.5 

M(x,Y, t=101 = const 

8.686 

10 

mo+"" 

x 

-5 0 5 10 

FIG. 2. (a) Equidensitylinesat t = o for the total massM that is even in the 
y variable. (b),(c) Equidensity lines at t = 1 and 10 for the total mass. 

these two-spatial-dimensional solutions are the superposi
tion of a kink in the x variable (shock structure) and both a 
kink and an antikink in they variable (bump) (as we shall 
see later for the M profiles at fixed y and at fixed x). 

B. Movement with t of the equldenslty lines M= const 
[Figs. 2(bHc)] 

We first discuss the movement of the bump. When t 
increases, p being positive, d increases while Iml/( I + d) 
decreases. Due to m < 0, the two shock limits (x .... ± 00), 
around the x axis, increase. The height of the bump around 
the x axis increases up to the Maxwellian value mo + m3 for 
x < 0 and mo for x > O. On the contrary, for profiles parallel 
to the x axis but with Iyl very large, the asymptotic lower 
plateaus mo + m + m3 and mo + m3 must reappear. Sum
marizing, the bump spreads out in a large strip parallel to the 
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x axis, pushing the asymptotic plateaus to higher and higher 
Iyl values. 

Second, we discuss the x-dependent shock due to the 
third similarity component, P3 being negative, d3 varies 
slowly from its initial1!2 value up to I for infinite time. The 
shock structure does not change very much, keeping the 
shift m3 for the asymptotic values. It is useful to look at a 
large t = 10 fixed value, while (x,y) are increasing. For not 
too large y values (Iyl <20), M=mo + m3/(l + eX), the 
equidensity lines are parallel to the y axis and the two asymp
totic limits are either the Maxwellian mo + m3 or the other 
shock limit mo. On the contrary, for larger y values 
( Iyl > 20), the initial time structures reappear, with equid en
sity lines parallel to the x axis and we observe the two asymp
totic plateaus mo + m + m3,mO + m. 

C. Densities N, and total mass M at fixed y and fixed x 

In Fig. 3(a) for Ni and Fig. 3(c) for Mwe present pro
files parallel to the x axis at y = IO fixed. They correspond to 
the third similarity shock wave structure with a shift of these 
structures when the time is growing. On the contrary, in Fig. 
3 (b), for Ni profiles parallel to the y axis with x = - 10 
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y .. 
30 

fixed we observe the two shock limits and in Fig. 3 (c) for M 
the spreading of the bump when the time increases. 

APPENDIX: CONSTRUCTION OF POSITIVE SHOCK 
WAVES SOLUTIONS FOR THE BROADWELL MODEL 

For the N i (X I,X2 +X3,t) solutions with 
N6 = N4,N5 = N 3, due to Coli + 2Col3 = 0 and NiX2 = NiX" 
simplifications occur for the Broadwell model: 

(NIl + NIX, )/2 = (N21 - N2x, )/2 

- N31 - N 3x2 

- N41 + N4x2 = N3N4 - NIN2 . (AI) 

We build up first the sums of the two first components 
nOi + ~n ji / Dj,j = I,2 and add the third one n 3i / D3. We sub
stitute the ansatz (1.4) into (Al). 

1. Relations and construction for the two first 
components 

We find the relations 

nIl (p + r I) /2 = n 12 (p - r I ) /2 = - n 13 (p + r 2) 

=n I4 (r2-p) =n 13n I4 -n l ,n'2 

t=10 

-5 

9 

4 

o 
M(x,y=10, t=O,3,101 

9 

I X. 
5 

'-'-'-'-'-'-I"-'~-'-'-'-' _ ....... 

( t=10 J \ i 
I I \ . 
i ) \ I 
i t:3 I \ 
. I \ 
) I \ 
! t=O I \ 

~~--------~--
4 

I Y 
-30 o 30 

(e) M(x=-10, y, t:O,3,101 

FIG. 3. Densities N, and total mass M at fixed y = 10 and at fixed 
X= -10. 
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n03n04=nOln02' nil +ni2 =ni3 +n~4' 
(n 12 - nlI)(nOI - n02) = (n 14 - n 13 )(n03 - n04 )' (A2b) 

We have 11 parameters no;,nl;,p'Yj' eight relations leaving 
one scaling fixed parameter and two arbitrary ones chosen to 
be: 

(nOI = 1, s = n12ln11,n02) . 

We construct in successive stages all parameters from sand 
noz: (i) First,p, Yj can be deduced from the n l; alone, 

pnlIn lZ = (n I3n I4 - n ll n 12 ) (nil + n 12 ), 

YI (nil + n 12 ) = p(n l2 - nil), 

Y2(n I3 + n14 ) =p(n I4 - n I3 ) 

(A3) 

from which we deduce a second relation between the 
n li : n lln12 (n I3 + n 14 ) + 2n I3n l4 (n ll + n 12 ) = 0. (ii) Sec
ond, we define intermediate parameters 

nli=nl,.!n ll , i=3,4, .9=n I3n I4, Y=n I3 +n I4 , 

which, due to the two n l; relations, are s-dependent func
tions: 

Ys + 2(1 + s).9 = 0, y2 + Ys/(1 + s) = 1 + S2, 

2(1+s)Y= -s+{8, 

<5 = S2 + 4(1 + S2) (1 + S)2 , 

2nn = Y + ~1 + S2 + Ys/(1 +s), 
(A4) 

nl4 = Y - nn. 

(iii) Third, we see from (A2b) that n04 is known from no; 

i # 4 and for n03 we get 

n63 + f.l no3 - n02 = 0, 

2n03 = - f.l + ~f.l2 + 4n02' (A5) 

f.l = (1 - n02 ) (1 - s)/(n l4 - n13 ) • 

(iv) Fourth, we have two equivalent relations for nil (we 
define A I = .9 - s), 

nOls + noz - n03n l4 - n03nl3 

= Aln lI = nOI + nOZs - n03n l3 - n04n 14 , (A6) 

from which we can reconstruct all parameters: 
n l2 = snll,nJj = nl;nll,p'Yj' 

2. Relations and constructions with the third 
component included 

We find seven relations and seven parameters n3;,P3'Y3; 
that must be constructed with (s,n02 ): 

n31 (P3 + Y31)/2 = n32(P3 - Y31)/2 = - n33 (P3 + Y32) 

= n34 (Y3z -P3) = n33n34 - n31 n32 

= nOl n32 + nOZn31 - n03n34 - n04n33 , 

n31 n lZ + n32n ll = n34n I3 + n33n 14, 

n31 n ll + n32n lZ = n34n l4 + n33n I3 . 

(i) Stillp3'Y3j are known from the n3;: 
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(A7) 

P3n31 n32 = (n31 + n32 ) (n 33n34 - n3I n3Z )' 

Y31(n 32 + n31 ) =P3(n32 - n31 ), 

Y32 (n 34 + n33 ) = P3 (n 34 - n33 ) , 

from which we obtain in (A7) a third nJ ; relation 

n31n32(n33 + n34 ) + 2n33n34(n31 + n3Z ) = 0. 

(A8) 

(ii) We define intermediate parameters that are s-de
pendent functions: 

z = n321n3P n3; = n3;ln31 , 

i = 3,4, P = n33n34 , S = n33 + n34 , 

and satisfy the relations: 

s + z = n34n 13 + n33n 14, 1 + zs = n33nU + n34n 14, 

zS+2(I+z)P=0, P.9=sz/4, 

SY = (1 +z)(1 +s), ZZ + 1 + vz=O, 

2z = - v + ~V2 - 4 , 

v(n I3 - sn l4 ) (siiI3 - ii 14 ) 

= (1 + s)(iil3 - n14)2 Y 12 + (ii 13 - Sii 14 )2 

+ (ii 14 - Sii 13 )2, 

2n33 = S + ~S2 - 4P, ii34 = S - n33 . 

(iii) We get n31 and define A3 = P - z, 

n31A3 = no1z + n02 - n03n34 - n04n33 . 

Finally all parameters are 

3. Construction of the 16 shock limits 
I:J = n OI + nJIII~1 = I:l + n 31 

deduced 

(A9) 

(AlO) 

(All) 

from 

From (A6)-(AlO) we see that the nji and l:; are linear 
combination of the no; with s-dependent factors. Eliminat
ing n04 = nOln021n03 then n03l:; become quadratic n03 poly
nomials. It is remarkable that all roots are of the type nOI or 
n02 multiplied by s-dependent functions. This comes from an 
identity satisfied by the coefficients of no; at the linear l:; 
level: 

4 

l:; = L nopdp, 
p=1 

if d 1d2 = d3dc~n03l:; 

= d3(n03 + no1 d 1ld3) (n03 + no2d2ld3) . (A12) 

For each (p,j) family of l:; we explicit one case with i = 1: 

l:il = nOI + nil 

= ( - ii 14n03 - n04iiI3 + n02 + nOliil3ii14)IAI , 

l:i2 = n01 + n21 = n01 + n 12 

= (no1 .9 + n02sz - n03sii I3 - n04sn I4 )IA 1, 

l:~1 = nOI + nIl + n31 

= - n03 (n J4IA J + ii 141A 1) - n04(ii3JIA3 + ii I3IA I) 

+nol (.9IA 1 +zIA3) +no2 (VA 1 + VA 3) , 

l:~2 = l:f2 + n31 

= - no3 (sii 13IA I + ii341A3) - n04(siil4lAI + ii331A3) 

+ nol (.9IA I + z1A3) + n02 (s21A 1 + VA 3). (AB) 
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For l:ij the identity d ,d2 = d3d4 is trivial, for l:~j we must use 
the relations s + z and 1 + sz written down in (A 10). The 
same tools occur for the other i = 2,3,4 values of l:fj. The 
explicit expressions are written down in Tables I and II, 

n03l:; = 0; (s)(n03 - Bk (s)nO ,)(n03 - B k, (s)nd· 

4. Bounds for the intermediate parameters ifll ,if3/ ,z 
when s belongs to (0.9,1) 

From (A4)-(A1O) we obtain bounds for the s-depen
dent functions when sE(0.9,I). 

Lemma 1: 1 < Y < 1 + sand s is increasing. From (A4) 

the inequalities are equivalent to 2 + 3s < ,[b 
<2(1+S)2+ S or s2+s-1>0, s>O. We deduce 
Y < 1 + s < 2s( 1 + s). 2 From the quadratic Y equation we 
find the derivative: 

Y s = (2s - Y I( + s)2)(2Y + sl(1 + s») > 0, 
(A14) 

Y(0.9) = l.12..;;Y..;;S(1) = 1.186. 

Lemma 2: n '3> ° and - n '4> ° are increasing s func
tions. From (A4)-(AI4) we get 9 <0, n 13 >O, - n'4>0 
and for the n03 derivative 

2(n'3), = Y., + (2s + sYJ(1 + s) 

+ Y 1(1 + sz) )1 ( 4n 13 - 2Y) > ° . 
The - n '4 derivative is more complicated. From - 1/ 

n'4 = (1 + s)ls + ((1 + s)ls)~1 + 2s1 Y(1 + s) it is suffi
cient that the second term be decreasing. The derivative of 
this term has a sign given by 

S2(,[b + 1) - 2(1 + S2) (1 + s)z - (s + 1 )s2oJ2,[b 

with 0 given in (A4). The last term is negative, the sum of 
the two first terms being also negative it follows that - n '4 is 
increasing, 

n 13 (0.9) = 1.3303..;;n 13 ";;;;I3(1) = 1.398, 

(AI5) 

Lemma 4: - z is a decreasing v function and if Vinf < V < V sup 
then -z(vsup ) < -z(v) < -Z(Vinf)' From (A4) we get 

v> O,z<O, and ( - z)v = z/~v2 - 4 < 0. For vsup we write: 

v = 1/s + ((1 + s)(s + 1/2) 

+ Y(s + 2 + 3sl( 1 + s2»)/2)/( 1 + s + Y 12) 

deduced from (A1O). We get an upper bound equal to 
3.4117 by substituting s = 1, Y = Y(1) in the numerator 
and s = 0.9, Y(0.9) in the denominator. We find a lower 

bound equal to v(1) = (7 + .JTI)/4 because the sign of 
v(s) - v( 1) is given by 

(n 13 - n'4)2(,[b - y.JTI) 

+ 2(1 - s)Y(.JTI - s(3 + .JTI)/4) > 0, 

0.323= -z(v=3.4117) 

< - z < - z(s = 1) = 0.353 . (AI6) 

Lemma 5: Y = Y I( 1 + s) is a decreasing s function. 
We find for the derivative: 

Y s = - (1- s)(2 + Y)/(1 + s)2(2Y(1 + s) + s) <0. 
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So Y(1)";;Y <S(0.9), and (A1O): 2P = - zlY applying 
lower and upper bounds (A14 )-(AI6) 

0.2726<9..;;P(1) =0.2976. (AI7) 
Lemma 6: n34 < n33 and n34 ( 1) = n33 ( 1). 

(A9) s + z, 1 + sz relations we find: 
= (1-s)(1-z)/(n 13 -n,4»0. It 

;;;4 ..;;P( 1 )';;;3 > 0.2726, 

n34 ..;;n34 (s = 1) = 0.54545, ;;33> 0.52092, 

From the 
n33 - n34 

follows 

;;33 - ;;34 < 0.0884, n33 < 0.6338, n34 > 0.4325 . 
(AI8) 

For the third inequality we use (1 - s) (1 - z) < 0.135 and 
for two last ones the two first results. 

Theorem 1: For sE(0.9, 1) the intermediate parameters 
satisfy: n '3> O,n '4 < 0, z < 0,n33 > 0, n34 > 0, Y > 0, 9 < 0, 
S>O, P>O, n'4+n34>0, n 13 -n33 >0, A,=9-s<0, 
A3 = P- z> ° and the numerical bounds (AI5)-(AI8). 

5. Positivity n03 intervals for I:' with sE(0.9,1) and n OI > 0 
(see Tables I and II) 

The s-dependent roots Bk,Bk are built-up with 
nji,A ,,A3's,z (see Theorem 1 for the signs). For k,j fixed we 
first study the n03 intervals with l:; > ° and second their in
tersections for k,j varying. 

Lemma 8: If ° < nO] < inf(no,B"no2B,) then l:;' > 0, if 
n03 >sup(nozIB"no,IB,) then ~;2>0. We find that B"B, 
are positive, Bz,B2 negative, while 0;' are negative for 
i = 1,2 positive for i = 3,4 and for 0;2 they are all positive. 

Lemma 9: All l::' are pOSitive if 
0< n03 < inf(no2B4,no,B4)' From signs considerations we 
find _ successively: 0, < 0,03 > 0,n 13sA3 + n33zA, > 0-+B3 
<0,B4 <O;A, + A3 = (n 13 - n33 )(n'4 - n34 ) <°-+04 <0 
(due to In34In'41> 1) and B4>0-+B3>0 and O 2 >0. 
Further B4<B3, due to B4-B3=A,A3(n'4-n34)21 
0,03, < 0. The signs of 0; and the locations of the roots give 
the intersections of the n03 positive intervals. 

Lemma 10: All l:i2 are positive if 
n03 > sup(no,BS,n02Bs). From sign considerations we find: 
O2 > 0,03 and Bs are positive; y2A3 + A, <A3 + A, < 0, 
n33A\ + sn'4A3 < 0-+B6 < 0,0, and 0 4 are positive--+Bs > 0; 
~A, +A3= (n33-Znl3)(n34-zn'4) >0 (due to 
n34 + n '4> 0, Izl < 1) --+ B6 > 0. Further B6 < Bs, due to 
B6-Bs=A,A3(znl3-n34)2/0204<0. The signs of 0; 
and the locations of the roots give the n03 interval for whicl. 
positivity is satisfied. 

Theorem 2: For all k,j,i values the l:7j are positive if 

sup( not! B "nOlBs;no2IB "no2Bs ) 

< n03 < inf(no,B"no,B4,nozB"n02B4) . (A19) 
Lemma 11: B.<B4.Bs < liB" B4 <B" 1/B, <Bs. We 

write down identities for which the sign of each factor is 
known: 

B, - B4 = A ,n34 ( - z + n'3n34)/Oj' < 0, 

Bs - siB, = A,(n33n'3 - sz)n34/0i2 <0, 

B4 - B, = A,n33 (n'4 - ;;34)/0~' <0, 

liB, - Bs = A, (A 3n'3 + n 34 - zn 13 )/O? <0. 
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Theorem 3: l'.7j > 0 for all k, j,i values if 

sup (n02IB t,notBs) < n03 < inf(no.B.,n02B4) . (A20) 

6. Positivity n02 intervals for l:~J with SE(O.9, 1) and n01 = 1 

Lemma 12: (i) if n03~nOzX with X>O then 
n02>F(X) = (C+DX)IX(XC+D) where we define 
C = n\3 - n14 > 0 and D = 1 - s> 0; (ii) if n03~XnOI with 
1'>0, C-XD>O, nOI = 1 then n02~G(X) 
= (X 2C-XD)/(C-XD); (iii)H(X,x) = C(1-XX) 
+ D(X - X) ~O then F(X) ~G(X). For the proofs we use 

the representation (A5): 2n03 = - p, + ~p,2 + 4n02 ' In (i) 
we get 1 ~n02X2 + Xp,andno2~X2 + Xp,in (ii) while (iii) is 
trivial. 

Lemma 13: (i) C - DBI > 0; (ii) C - DBs > 0 and we 
can apply Lemma 12 to 1'= BI and Bs. For (i) we notice 
that C - DBI = sn\3 - n 14 > O. For (ii) we remark that if 
Bs < Sup Bs and if C > D Sup Bs it follows that C> DBs. First 
we seek an upper bound for Bs = !l2/!l4 (written down in 
Table II). From !l. > 0 we get the inequality - n34A II 
sn \3A 3 < 1, using this result we find !l2 < A 3n \3 (1 - sz) and 
!l4 >A3n\3(n\3 - sn l4 ) and Bs < (1 - sz)/(n\3 - sn34 ) 
= Sup Bs. Second C> D Sup Bs is equivalent to 

(n\3 - n t4 )(n\3 -sn34 ) > (s - 1)(1 - sz) , 

which is satisfied for the numerical bound values of subsec
tion 4 of the Appendix. We apply Lemma 12 to Theorem 3: 

Theorem 3': l'.7j are positive if 

sup(F(B4),G(Bs») < n02 dnf(G(BI),F(sIBI»). (A20') 

Lemma 14: (i) H(sIB!JB I) >0 and F(sIBI) > G(BI), 
(ii) H(B4,Bs) > 0 and F(B4) > G(Bs). For (i) with the de
finition of Lemma 12 we find: H = C( 1 - s) 

+ D( - BI + sIBI) = (1 - s)(slBI - n14 ) > O. For (ii) 
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we have H = C( 1 - B4BS) + D(B4 - Bs) or 

H(B4,Bs) = ((1 - s)AtA3/0.75sz!l~2) 

X (s - n\3n34 ) (1 - n\3n33 ) > O. 

The first factor is positive, the two others (using the numeri
cal bounds of subsection 4) are also positive. Applying 
Lemma 14 to Theorem 3' we find the last result: 

Theorem 4: l'.7j >0 for all k,j,i values if sE(0.9,1), 
nOt = 1 and for n02: 

F(B4) <n02 <G(BI). 

G(BI) = n\3(s - 1 + n\3(n\3 - nI4 »)/(sn\3 - n14 ) , 

F(B4) = (n 13 - nl4 + B4(1 - s») 

(A21) 

which defines the (s,n02 ) positivity domain of Fig. 1. 
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Billiard systems constrained to move on a quadric surface with confocal quadric boundaries 
were studied. The trajectory of a billiard is described as a collection of geodesic segments 
joining on the boundary. At the joining points, the trajectory obeys the law of reflection. It was 
found that the geodesic segments are all tangent to a common confocal quadric curve (a 
caustic) on this quadric surface. If a trajectory is closed, then all trajectories sharing the same 
caustic quadric are all closed and have the same period and length. Thus a generalization of 
Poncelet's theorem on a quadric surface is achieved. The elliptical billiard systems on spheres 
and pseudospheres were studied and results were obtained that are similar to those on a plane. 
The results can be extended to n dimensions. 

I. INTRODUCTION 

A billiard system describes the motion of a particle that 
travels as a free particle inside a closed region and reflects 
elastically at the boundary.' Billiard systems provide impor
tant insights in mathematics and physics and have been stud
ied extensively. 

For a two-dimensional billiard system with an ellipse as 
its boundary, the straight segments of a trajectory are always 
tangent to a caustic curve. 2

,3 This caustic curve is a quadric 
confocal to the original ellipse. In addition, if a trajectory is 
closed after p bounces, then all trajectories sharing the same 
caustic quadric are also closed after p bounces. This fact is a 
special case of the Poncelet theorem in projective geometry. 4 

Chang and Friedberg gave one of the possible extensions 
of the Poncelet theorem to three and higher dimensions.5,6 

They studied billiard systems with elliptical boundaries and 
discovered that the trajectory of a particle inside a three
dimensional ellipsoid gives rise to two caustic quadric sur
faces that are confocal to the original ellipsoid. Chang and 
Friedberg also established that if any trajectory in a three
dimensional ellipsoid is closed after p bounces, then all the 
trajectories that share the same caustic quadric surfaces are 
also closed after p bounces independent of the starting point. 

In this paper, we study a billiard system where the parti
cle is constrained to move on the surface of a quadric (ellip
soid or pseudoellipsoid, etc.) and is reflected elastically on 
boundaries defined by confocal quadrics on the surfaces. By 
taking appropriate limits, we extend the validity of our re
sults to billiard systems on a sphere or pseudosphere. We can 
generalize our results to billiard systems constrained to 
move on an m-dimensional quadric surface in an n-dimen
sional space. 

In Sec. II, we begin with a brief review of Hamilton
Jacobi equations in a three-dimensional elliptical coordi
nates system. We then introduce a billiard system with boun
daries composed of several confocal quadrics. We prove re
sults similar to those obtained in Ref. 5. In the limit when 
one of the caustics is identical to the boundary ellipsoid, we 

obtain a billiard system constrained to move on this ellip
soid. In Sec. III, we give an alternative proof based on a 
direct separation of variables for this constrained system. In 
Sec. IV, we study billiard systems on a sphere as the proper 
limit of an ellipsoid. In Secs. V and VI, we extend our results 
to billiard systems on a pseudosphere. We describe the pro
jective definition of confocal quadrics in an Appendix. 

II. BILLIARD SYSTEMS WITH QUADRICAL 
BOUNDARIES 

Chang and Friedberg studied billiard systems with an 
ellipse as the boundary.5 In this section, we shall extend our 
study to regions bounded on all sides by confocal quadrics. 

In a three-dimensional space, we can express a family of 
confocal quadrics as 

x 2 y2 :r 
--+--+--=1, (2.1) 
A -A B-A C-A 

where we choose A > B > C> O. Depending on the value of A 
relative to A, B, and C, we have different species of quadrics, 
as described in Ref. 5. 

At any given point in space, there are three mutually 
orthogonal confocal quadric surfaces passing through it. 
The A 's associated with these surfaces are Jacobi variables.7 

For reai x, y, and z, the A 's fall into the ranges 

00 <A, < C <,.1,2 <B <,.1,3 <A. (2.2) 

In the following, we follow the notation and method of Ref. 
5. 

The Cartesian and Jacobian coordinates are related by 

2 (A - A,)(A - A2)(A - ,.1,3) 
x = , 

(A -B)(A - C) 

2 (B-A,)(B-A2)(B- A3) 
Y = (B - A)(B - C) , 

:r = (C - A, )( C - ,.1,2)( C - ,.1,3) . 
(C-A)(C - B) 

(2.3a) 

(2.3b) 

(2.3c) 

The first fundamental form expressed in terms of the ellipti
cal coordinates is 
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ds'l = gl dA i + g2 dA ~ + g3 dA ~ • 

where 

(2.4) 

(2.5a) 

(2.5b) 

(2.5c) 

In the elliptical coordinates, the Lagrangian and Hamilto
nian for a particle of unit mass are 

and 

• 2 • 2 • 2 
L = !(glA I + g2 A 2 + g3A 3 ) - V(A I.A2,A3) (2.6) 

(Pi p~ P~) H =! - + - + - + V(A I• A2• A3) 
gl g2 g3 

= 2[ (A - AI)(B - AI)(C - AI) pi 
(A2 -A I )(A3 -AI) 

+ cyclic permutation of SUbSCriPtS] 

+ V(A I.A2.A3), (2.7) 

respectively, with 

PI = glA I, P2 = g2A2. P3 = g3A3' (2.8) 

We can generalize the result of Ref. 5 by considering the 
motion of a free particle inside a region specified by a more 
general boundary condition 

AI<AI<A;. A2 <A2 <Ai, A3<A3<A;. (2.9) 

The particle bounces off the surfaces according to the law of 
reflections. We can achieve this in the framework of a Ham
iltonian system by choosing the potential energy V(A I, A2• 
A3 ) as 

V(A I, A2, A3) = VI (AI )/[ (A2 - AI )(A3 - AI)] 

+ V2(A2)/[ (AI - A2)(A3 - A2)] 

+ V3(A 3 )/[(AI -A3)(A2 -A3)], 
(2.10) 

where 

Vi(A i ) = o for Ai + E<A < A; - E 

= (- l)i- I VoIE, Vo>Ofor Ai >Aj or A; <Aj 
(2.11) 

and Vj (A j ) have continuous first derivatives in the regions 

Aj <Ai <Ai + E, A; - E<A j <A;. 

As E --+ 0, we recover the law of reflections on the boundaries. 
We can also impose these types of boundary conditions on 
only one or two of the A 'So The modification of (2.9)-(2.11) 
is straightforward. 

With these boundary conditions, the Hamilton-Jacobi
an equation of the system, 

2(A - AI)(B - AI)(C - AI) (aW)2 
(A2 - AI )(A3 - AI) aA I 
+ cyclic permutations of A's + V(A 1, A2, A3) 

= a, the energy, (2.12) 
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is still separable. As described in Ref. 5, we can solve the 
Hamilton-Jacobian equation by choosing 

W= WI(A I ) + W2 (A 2 ) + W3(A3) (2.13) 

and by introducing the separation constants a', a" through 

2(A-A )(B-A )(C-A )(dWI (A 1»)2 
I I I dA 

I 

+ VI(A I ) =a(AI-a')(AI-a"), 

2(A - A )(B - A )( C _ A )(dW2 (A2»)2 
2 2 2 dA2 

+ V2 (A2 ) = a(A2 - a')(A2 - a"), 

2(A -A )(B-A )(C-A )(dW3(A3»)2 
3 3 3 dA3 

+ V3(A3) = a(A3 - a')(A3 - a"). 

By the use of the identity 

(AI - a')(A I - a") + (A2 - a')(A2 - a") 

(AI -A 2 )(A I -A3) (A2 -AI )(A2 -A,) 

+ (A3 - a') (A3 - a") = 1, 
(A3 -AI )(A3 -A2 ) 

(2.14a) 

(2.14b) 

(2.14c) 

(2.15 ) 

we can show that the Hamilton-Jacobi equation (2.12) is 
indeed separated and satisfied. In Eqs. (2.12) and (2.14), a, 
a', and a" are three independent constants of motion and are 
single-valued functions of coordinates and momenta. Since 
W in the Hamilton-Jacobi equation can be used as a gener
ating function for a canonical transformation by which a, a', 
and a" become new canonical momenta, the Poisson brack
ets of a, a', and a" are identically zero. Thus this system is an 
integrable system. On the other hand, this system is also a 
bounded system. We can apply Arnold's theorem for a 
bounded integrable system8 to our billiard system and obtain 
the following. The motion of the particle is equivalent to a 
quasiperiodic motion on a torus specified by a', a", and a. 
The frequencies are also determined by a', a", and a. If one 
orbit is closed, then all orbits for the same parameters a', a", 
and a are also closed and have the same period. Since the 

speed ofthe particle is the same for these orbits (v = ~2a), 
we conclude that these closed trajectories have the same to
tal length. Indeed, following the method described in Ref. 5, 
we can verify explicitly the above results in our billiard sys
tem. 

In Eqs. (2.14), a is the energy. We now turn to the 
geometric meanings of a' a". By the use of (2.14) and 

(2.16) 

we can prove that the straight segments are tangent to the 
quadrics A = a' and A = a", respectively. As we trace a par

ticle with v = f2(i along a straight-line segment and its ex
tension from - 00 to 00, the A 's change continuously and re
turn to their original values. Equations (2.14) are all 
satisfied if we set V = 0 in these equations. Setting V = 0 in 
(2.16), we have 
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AI =~(dWI) 
gl dAI 

a(A I - a')(A I - a")(A - AI)(B - Ad (C - AI) 

(A 2 -A I)(A3 -AI) 
(2.17) 

and similar equations for A2 and A3• If the nominator is not 
zero, A; is a continuous function of A. In addition, if A; =1= 0, it 
must retain the same sign to guarantee the continuity of the 
motion. Therefore, A; can reach a turning point only at a' 
a", A, B, or C. On the other hand, for A; to be real, A; must 
change sign at these points. Thus A; must reach a' and then 
bounce back. This implies that the straight line is tangent to 
A; = a'. From the meanings of a, a', and a" , we see that they 
are really single-valued functions of coordinates and mo
menta. 

In conclusion, we can summarize the motion of a bil
liard system subject to the boundary condition (2.9) by the 
following theorems. 

Theorem 1: Different line segments of a trajectory are 
tangent to the same confocal quadrics A = a' and A = a". 

Theorem 2 (generalized Poncelet theorem): If one of the 
trajectories is closed after p bounces, then all trajectories 
sharing the same caustics a' and a" are closed after p 
bounces and have the same total path length. 

III. BILLIARD SYSTEMS CONSTRAINED ON AN 
ELLIPSOID 

We consider a billiard system moving on a quadric sur
face S. For the simplicity of presentation, we choose the sur
face to be an ellipsoid in three dimensions specified by the 
elliptical coordinates A I = a'. This system can be viewed as 
the limits of a particle moving between two confocal surfaces 
AI = A'andA I = aI, with the trajectory tangentto the inner 
surface and bouncing elastically at the outer surface. In oth
er words, the inner surface is chosen to be one of the caustics 
of the billiard system. At the limit A' = a', the two surfaces 
become one and the trajectory follows the geodesics on the 
surface. The other confocal surfaces A2 = const and 
A3 = const intersect the surface S at two families of mutually 
orthogonal curves. These define the confocal curves on the 
surface S. Using similar definitions, we can introduce confo
cal quadrics on an m-dimensional quadric surface in an n
dimensional space. 

We can apply Theorems 1 and 2 obtained in Sec. II to 
the present system. The billiard is moving on S along geode
sics inside a region defined by A2 < A2 < A; and 
A3 < A3 < A;. At the boundary curves, the billiard bounces 
according to the law of reflection. The original system pos
sesses two caustics, of which one is the surface S itself. The 
intersect of the other caustic and the surface S gives a caustic 
curve A = a" on S. The different geodesic segment of the 
trajectory is tangent to this same caustic curve a". We now 
have a generalized Poncelet theorem on S. Consider a bil
liard system on S with the boundary conditions described 
above. If one of the trajectories is closed after p bounces, then 
all trajectories sharing the same caustic are closed after p 
bounces. These closed polygons all have the same path 
length. (See Fig. 1.) 
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FIG. I. PonceJet's theorem on an ellipsoid (S). The ellipsoid is parame
trized by two families of confocal quadrics. The periodic orbits (polygons) 
are constructed by geodesic segments. The quadric b is the boundary of the 
billiard system and the quadric c is the caustic for these periodic trajectories. 

Note that the result is still valid if we remove one or 
more of the boundary curves. Indeed, Arnold has studied the 
motion of a free particle constrained on such a surface with
out additional boundary curves and demonstrated the exis
tence of caustic curves.8 

We can also prove Theorems 1 and 2 for a billiard sys
tem on surface S directly by solving Hamilton-Jacobi equa
tion. The advantage of this new derivation is that it can be 
extended to billiard systems on a pseudoquadric surface. The 
constraint AI = a' is now built into the Hamiltonian: 

H = ~ (p~ + p;) + V(A
2
,A

3
) 

2 g2 g3 

= 2[ (A - A2)(B - A2 )(C - A2)P~ 
(A3 - A2)(a' - A2) 

(A -A3)(B-A3)(C-A3)P;] 
+ , 

(a - A3)(A2 - A3) 

+ V(A 2,A3) . (3.1) 

The Hamilton-Jacobi equation is 

2(A -A2)(B-A2)(C-A2) (JW)2 
(a' - A2)(A3 - A2) JA2 

+ 2(A-A3 )(B-A3)(C-A3) (JW) 
(a' - A3)(A2 - A3 ) JA3 

+ V(A 2,A3) = a, the energy, (3.2) 

where V(A 2,A3) is chosen as 

V(A,A ) = V2 (A2) + V3(A 3 ) 

2 3 (a'-A2)(A3 -A2) (a'-A3)(A2 -A3)' 
(3.3 ) 

with V;(A;) the same as that in (2.11). We can solve (3.2) 
by introducing a separable W: 

W = W2(A 2) + W3(A 3), (3.4) 

with the separation constants a' =A I, and a" via 

2(A -A2)(B-A2)(C-A2 ) + V2 (A2) 

= a(A2 - a') (A 2 - a"), 

2(A -A3)(B-A3)(C-A3 ) + V3 (A3) 

= a(A3 - a') (A3 - a"). 

(3.5a) 

(3.5b) 

Note that (3.5a) and (3.5b) are identical to (2.14b) and 
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(2.14c). Since this system obeys the same set of equations 
and boundary conditions in A2 and A3 variables as those in 
Sec. II, Theorems 1 and 2 established in Sec. II are also valid 
for the billiard system on surface S (A = a'). 

It is straightforward to see that we can gereralize our 
results to n-dimensional space subjected to m constraints; 

Ai = a(i),i = 1, 2, ... ,m . (3.6) 

The billiard is now moving on (n-m) dimensional quadric 
hypersurface in an n-dimensional space. 

IV. BILLIARD SYSTEM ON A SPHERE 

In this section, we shall look at the billiard system on 
surfaces with additional symmetry. The cylindrical symmet
ricalcasesA = B #CorA #B = Care not particularly inter
esting. The confocal quadric curves on these surfaces are 
circles and ellipses which are expected from the cylindrical 
symmetry. However, the spherical symmetrical cases 
A = B = C are more interesting. We need to take the limit 
C ..... B ..... A more carefully. 

We begin with an ellipsoid 

x 2 .r r -+-+-=1, (4.1) 
ABC 

where we assume, as before, A > B > C. A quadric confocal 
to (4.1) is 

x2 y2 Z2 
--+--+--= 1. 
A -A B-A C-A 

(4.2) 

Only those quadrics with A > A > C can intersect with the 
original ellipsoid (4.1) in real space. Thus as Band C ap
proach A, A should also approach A. We shall consider the 
limit of B, C, and A approaching A, with the fixed ratios 

(A - C)/(A - C) =5, 
O<b< 1. 

Equations (4.3) imply 

(B - C)/(A - C) =b 

A - A = (A - C) (1 - 5), 

B -A = (A - C)(b - 5), 
C -A = - 5(A - C). 

At the limit A ..... C, we have 

x2 y2 r 
--+----=0. 
1-5 b-5 5 

The intersection of ( 4. 5) and the sphere S, 

, (4.3) 

(4.4 ) 

(4.5) 

(4.6) 

gives rise to the confocal quadrics on S. We have shown some 
ofthe typical confocal quadrics in Fig. 2. We can extend the 
results of Sec. II to regions bounded by these confocal qua
dric curves on S. 

If we consider a region on S near x = A, y = Z = 0 and 
if we choose small b and 5, we then recover the original two
dimensional billiard results. In other words, we may also 
consider the results described in Sec. II as special cases of the 
results described in this section. 
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FIG. 2. Confocal quadrics on a sphere (S). We have obtained these confocal 
quadrics by treating the sphere as a proper limit of an ellipsoid. The param
eter b used [see Eq. (4.5) 1 is b = 0.25. 

V. PSEUDOELLIPSOIDS AND PSEUDOSPHERES 

In this section, we shall generalize our results to the 
billiard systems defined on a pseudoellipsoidal surface. By 
taking the proper limit, we can extend our results to those 
defined on a pseudosphere. We shall restrict our discussions 
to three dimensions. Most of the results can be extended 
straightforwardly to n dimensions. 

We shall first introduce elliptical coordinates on a pseu
doellipsoid. We begin with a family of confocal quadrics, as 
described in Sec. II by Eq. (2.1): 

x 2 y2 r 
--+--+--=1 
A -A B-A C-A 

(5.1 ) 

where we choose, as before, A > B > C> o. For A < A, (5.1) 
describes a real confocal quadric and for A> A, (5.1) de
scribes a pseudoellipsoid: The latter cannot be realized as 
real solutions to (5.1). However, as intrinsic surfaces, pseu
doellipsoids and pseudospheres are well defined. 

In Sec. II, we introduced the elliptical coordinates AI' 
A2, and A3• These coordinates are related to the Cartesian 
coordinates by (2.3). The first fundamental form is given in 
(2.4) and (2.5). To describe a pseudoellipsoid, we choose 
the ranges of the elliptical coordinates as 

- 00 <AI < C <A2 <B <A <..1.3. (5.2) 

Under restriction (5.2), we can show from (2.5) thatgl > 0, 
g2 > 0, and g3 < o. If we keep A3 = a' ( > A), a constant, we 
obtain a pseudoellipsoidal surface S whose first fundamental 
form is 

ds2 = gl dA ~ + g2 dA ~ , 

where 

(5.3 ) 

(5.4a) 

(5.4b) 

The negativeg3 does not enterin (5.4) and consequently, the 
intrinsic surface S is well defined in A IA2 space, as promised. 
The families of curves A I = const and A2 = const are the 
confocal quadrics on S. Note that even though the pseudoel
lipsoid is well defined in A IA2 space, not all the Cartesian 
coordinates given by (2.3) are real. One can check easily 
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that the coordinate x is purely imaginary (x2 <0) and the 
coordinates y, z are real (y2 > O,r > 0). This confirms the 
well-known fact that a pseudosphere cannot be embedded 
globally in a three-dimensional Euclidean space, but can be 
embedded in a Minkowskian space (see, e.g., Ref. 9). 

The Hamiltonian for a billiard system constrained to 
move on the pseudoellipsoid Sis 

1 (pi p~ ) H = - - + - + V(A"A2) 
2 gl g2 

-2[ (A -AI)(B-AI)(C-AI ) 2 
- PI 

(A2 -AI)(a' -AI) 

(A-A2)(B-A2)(C-A2) 2] + 1 1 , 1 P2 
(AI - A2)(a - A2) 

+ V(A I,A2), (S.S) 

where V (AI' A2 ) is chosen as 

V(A .A ) = VI (AI) + V2(A2) 
I 2 (A2 - AI)(a' - AI) (AI - A2)(a' - A2) 

(S.6) 

with V;(A;) the same as in (2.11). Following the same 
method described in Secs. II and III, we can show easily that 
the Hamilton-Jacobi equation for the system (S.S) is sep
arable. We can therefore extend the results in Secs. II and III 
to the billiard system on a pseudoellipsoid. 

To describe the motion on a pseudosphere, we take the 
limit B, C --+A. Following the method in Sec. IV, we let B, C, 
A I' and A2 approach A simultaneously by keeping the follow
ing ratios fixed: 

with 

(A; - C)/(A - C) = Sit i = 1,2, 

(B - C)/(A - C) = b, 

SI <0<S2<b< 1. 

(S.7) 

(S.8) 

(S.9) 

The S' s are the new confocal coordinates on the pseudo
sphere and b is a new parameter. We introduce the (radius) 2 

of the pseudosphere as - R 2, with 

R 2=a'-A=A3 -A>0. (S.9') 

In terms of S I and S 2' the first fundamental form of the pseu
dosphere in elliptical coordinates is 

(S.lO) 

In terms of S variables and with S = constant boundaries, we 
can show that the Hamilton-Jacobi equation for the billiard 
system on the pseudosphere is again separable; we can ex
tend the Poncelet theorems to here as well. 

We shall conclude this section by giving the relations 
between the elliptical coordinates S and the polar coordinate 
r e on a pseudopshere. The relations are 

r cos e = ~SIS2Ib , 

r sin e = ~ (b - SI)(b - s2)lb(1 - b). 
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(S.l1a) 

(S.l1b) 

The first fundamental form in terms of rand e is the well
known expression 

with 

ds'l =~ r 2 de 2 

R2 l+r2+ , 

r= sinhp. 

(S.12a) 

(S.12b) 

(S.13 ) 

Even though we cannot imbed globally a pseudosphere 
in Euclidean space, it is instructive to evaluate its Cartesian 
coordinates formally. Substituting (S.7)-(S.9) into (2.3), 
we have 

x 21R2= - (1-SI)(1-s2)/(1-b) = - (1 +r2), 
(S.14a) 

rlR 2 = ( _ Sls2)lb = r 2 cos2 e, 
and 

X2+r+r= _R2, 

(S.14b) 

(S.14c) 

(S.lS) 

which confirms that we have to introduce an imaginary x. 

VI. BILLIARDS ON A PSEUDOSPHERE-PROJECTIVE 
METHOD 

It is known that the geometry of a pseudosphere is the 
non-Euclidean geometry of constant negative curvature 
known as hyperbolic geometry.9.10 Hyperbolic geometry can 
be represented projectively inside a quadric known as an 
"absolute configuration."ll (This is known as Cayley's 
disk.) The absolute configuration consists of the images of 
points at infinity on the pseudosphere. For simplicty, we 
restrict our discussions to three dimensions only. 

In order to have a projective geometry proof, we need to 
introduce projective invariant notions for "reflection" and 
"confocal quadric." After introducing an absolute configu
ration in the projective geometry, one can define "reflection" 
about a plane inside the absolute configuration as follows. 
Let us denote the absolute configuration by So. Let the re
flecting plane be T and its "pole" about So be Q. (The pole is 
defined as the vertex of the cone which is tangent to So at the 
intersections of T.) Then the image of a given point P, called 
P', is its symmetric point about Tand Q. (See Fig. 3.) Points 

FIG. 3. Reflection on a pseudosphere in Cayley's representation. To con
struct the reflection of the point P with respect to the line (or plane) T, we 
first construct the pole Q. We then obtain the reflection image P' by requir
ing that points Q, P, G, and P' be linear and form a harmonic set. Point G is 
the intersection of line QP and T. 
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Q, P and P' are on a straight line. If this line intersects Tat G, 
then these four points satisfy the relation 

P'GIP'Q= -PGIPQ, (6.1 ) 

i. e., points QPGP' form a harmonic set. One can show that 
the map of points to their images about a given plane is a 
projective transformation. This transformation leaves So in
variant, takes points inside of So to points inside of So, and 
maps a straight line onto a straight line. If we identify the 
straight lines and reflections defined above inside an abso
lute configuration with the geodesics and ordinary reflec
tions on a pseudosphere, we can show that these two geome
tries are equivalent. 

To complete the projective proof, we need to introduce a 
projective definition for the confocal quadrics. We call three 
quadrics projectively confocal iff or any plane the three poles 
with respect to these quadrics are on a straight line. We refer 
the details to the Appendix. In the Appendix, we have also 
proven the following lemma. 

Lemma: Let P be a point on quadric S that is confocal to 
So in the ordinary sense and let the tangent plane of Sat P be 
T. Let the pole of T with respect to So be Q. Then line QP is 
perpendicular to plane T. 

V sing this lemma, we can show easily that if S is confo
cal to So in the ordinary sense, the law of reflection of S with 
respect to the absolute configuration So is the ordinary law of 
reflection. (See Fig. 4.) The billiard system with boundary S 
and absolute configuration So becomes a billiard system 
obeying the ordinary law of reflection. We can use our pre
vious analysis to establish the existence of confocal caustics 
and the Poncelet theorem. Since we can show that a set of 
confocal quadrics on a pseudosphere can always be the im
age of a set of quadrics confocal to So, we thus establish the 
existence of confocal caustics and Poncelet theorems for a 
billiard system on a pseudosphere projectively. Note that we 
cannot use the projective method directly to prove that all 
closed trajectories sharing the same caustic surfaces have the 
same length. The result can be proven after we introduce the 
concepts of distance and angle in Cayley's representation. 
See Ref. 11 for discussions on the implementation of these 
measures. 

VII. DISCUSSIONS 

In an interesting article, Balazs and Voros studied the 
motion of a free particle on a pseudosphere9 and imbedded 

FIG. 4. When the quadric boundary S of a billiard system of a pseudosphere 
becomes confocal to the "absolute configuration" S", the reflection on S 
with respect to So obeys the ordinary reflection law. 
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the pseudosphere as a quadric surface in a Minkowskian 
space: . 

xi +x~ +x~ = _R2. (7.1) 

We can identify - xi, x~, and x~ in (7.1) withx2,y2, and~ 
in (5.14), which leads to a realization of this imbedding. By 
projecting the hyperboloid (7.1) from the origin to the 
XI = 1 plane, we obtain projective representation of the 
pseudosphere, which is a special case of Cayley's disks. 11 All 
the points at infinity on the hyperboloid are mapped onto a 
circle, which is the absolute configuration of this representa
tion. 

Balazs and Voros studied the motion of a free particle on 
a compactified pseudosphere and used a procedure known to 
mathematicians as tesselation, which is the analog of filling 
the infinite plane with identical tiles. 12 After identifying all 
the tiles, we have a finite compact region with periodic 
boundary conditions. Balazs and Voros discovered that the 
motion on this compactified pseudosphere is always chaotic. 
In the present paper, among other things, we study the mo
tions of a free particle on a pseudosphere, but with reflecting 
confocal quadric boundaries. We discover that these mo
tions are always integrable, lead to confocal caustics, and 
obey a generalized Poncelet theorem. Since the present and 
Balazs-Voros systems share the same curved space, but with 
different boundary conditions, the latter must be the cause of 
the different behaviors. In the Balazs-Voros system, the 
compactified space preserves translational invariance. Since 
locally paralleled trajectories tend to separate exponentially 
on a pseudosphere, one can understand the chaotic beha
viors exhibited in the Balazs-Voros system. Our quadric 
boundary conditions provide the necessary focusing effect to 
render the system integrable again. It is also interesting to 
know how these differences should affect their correspond
ing quantum systems. 

In Ref. 5, Chang and Friedberg conjectured that the 
generalized Poncelet theorem is more general than the mod
el studied in their paper and that it may depend only on the 
projective geometrical properties of the system. The findings 
in this paper certainly support the above conjecture. 
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APPENDIX: PROJECTIVE DEFINITION OF CONFOCAL 
QUADRICS 

We call a familly of quadrics projectively confocal if for 
any plane the poles with respect to these quadrics are on a 
straight line. We shall establish that (i) the projective map
ping of a family of confocal quadrics is a family of projective
ly confocal quadrics and (ii) typically a family of projective-
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ly confocal quadrics can be mapped projectively into a 
family of confocal quadrics. Since our definition of projec
tive confocal uses only the notions of tangency, straight line, 
and collinearity, it is obviously a projective invariant defini
tion. To prove (i), we need only show that confocal quadtics 
are automatically projectively confocal. 

We consider a set of confocal quadrics in its canonical 
coordinates: 

x 2 x2 x2 
__ 1_ + __ 2_ + __ 3_ = 1. 
A I - A A2 - A A3 - A 

(AI) 

We choose an arbitrary plane T to be 

nixi + n2x2 + n3x3 = d, (A2) 

where n is a unit vector normal to the plane and d is the 
distance from the origin to the plane. The intersection of 
(AI) and (A2) gives a conic curve through which we can 
construct a cone tangent to (A I ). The tip of this cone is the 
"pole" Q (A) = (QI(A), Q2(A), Q3(A»). To obtain Q, we 
make a scale transformation 

x; =x;l~Ai -A, 

n; = ni~Ai - A /~~nJ(Aj - A). 

(A3) 

(A4) 

The scaled equations for the quadric and the plane are 

X;2 + X22 + X;2 = 1, (A5) 

n; x; + n; x; + n; x; = d /~~nJ(Aj - A) =d', (A6) 

which represents a unit sphere and a plane (T') with a unit 
normal n'. It is easy to compute the pole in the scaled vari
ables as (see Fig. 5) 

Q; = n;/d' = ~~nJ(Aj - A) n;/d = ni~Ai - A /d, 
(A7) 

which leads to 

Qi(A)=~Ai-AQ;(A)=ni(Ai-A)/d. (A8) 

Note that Ai (A) is linear inA and implies that Qi (A)'S with 
different A 's all lie on the same straight line, with the direc
tion given by n. 

To establish the inverse condition (ii), we note that we 
can always map two typical members of the family into a pair 
of confocal quadrics. We can now choose a coordinate sys
tem such that the two quadrics obey the canonical form 
(A 1). By choosing plane T paralled to the x IX2, X 2X 3' and 
X IX 3 planes, we can show that all quadrics in this familly can 
be written in the canonical form 

xi /AI(A) +x~ /A 2(A) +x~ /A 3(A) = 1. (A9) 

The poles for the quadric (A9) with respect to the plane T of 
(A2) are 

Qi(A) = niAi(A)/d. (AlO) 
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FIG. 5. In terms of the scaled variables, the quadric becomes a unit sphere. 
The pole Q' lies in the direction of the normal n' and its distance from the 
origin is 1! d '. 

For Qi (A) to lie on a straight line, we can always parame
trize Ai (A) to give 

(All) 

This implies that the quadrics are confocal, as promised. 
One of the consequences of (A8) is that the line of poles 

is always perpendicular to the cutting plane T. In the event 
that the cutting plane is tangent to a confocal quadric, this 
polar line becomes the normal of the tangent plane at the 
contact point. This is the lemma stated in Sec. VI. 
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cal Physics (McGraw-Hill, New York, 1953), Vol. I, pp. 511-513. 

KV. I. Arnold, Mathematical Methods of Classical Mechanics (Springer, 
Berlin, 1984), pp. 264 and 271. 

9N. L. Balazs and A. Voros, Phys. Rep. 143,109 (1986). 
'''There are many excellent books on non-Euclidean geometry. See, e.g., 

D. M. Y. Sommervile, The Elements of Non-Euclidean Geometry (Bell, 
London, 1914); H. E. Wolfe, Introduction to Non-Euclidean Geometry 
(Dryden, New York, 1945). See, also the references cited in Ref. 9. 

"The concept of "absolute" was first introduced by A. Cayley in 1859. See 
discussions on Cayley's representation in Sommervile and Wolfe in Ref. 
10. 

12See, e.g., W. Magnus, Non-Euclidean Tesselations and Their Groups 
(Academic, New York, 1974). 

S. Chang and K. Shi 804 



                                                                                                                                    

Fractals and ultrasmooth microeffects 
Robert A. Herrmann 
Mathematics Department, U. S. Naval Academy, Annapolis, Maryland 21402 

(Received 26 May 1988; accepted for publication 23 November 1988) 

In this paper, a portion of the nonstandard methods first introduced by Nottale and Schneider 
[J. Math. Phys. 25, 1296 (1984)] for the investigation offractal behavior are replaced by 
methods employing polysaturated enlargements. This process yields internal functions that are 
ultrasmooth and have a standard part equal to the original fractal. These ultrasmooth 
nonstandard functions also possess a well-behaved * integral length concept. Additionally, a 
method is presented that shows that if certain behavior is modeled after a simple finitely 
discontinuous step function, then this function is also the standard part of an internal 
hypersmooth nonstandard approximation. 

I. INTRODUCTION 

The introduction of nonstandard analysis into the theo
ry of fractals was accomplished by Nottale and Schneider, 1 

where, in their basic paper, they discussed the many applica
tions of fractals as physical models. Nottale and Schneider 
also introduced the concept of € differentiability as an alter
native to * differentiability (i.e., hyperdifferentiability): We 
recall their definition. Any function I:D -. *R, where *R is 
the set of hyper-rea Is and DC *R, is € differentiable at pED if 
there exists a positive infinitesimal € such that for every 
xE*R if 0 < Ix - pi <€, then (I(x) - l(p»)/(x - p) is infi
nitely close to rER. Nottale and Schneider then show that 
there is an € differentiable function F' that is infinitely close 
to a fractal Fin R2: Their stated motivation for introducing 
this restriction of * differentiation seems to imply that in R2 
there may not exist a * differentiable function that is infinite
ly close to a given fractal; for this reason some such restric
tion appears necessary. 

In a direct application of a major result of the present 
paper, it is shown that for nonempty compact KCRn and 
any continuous function I:K -- Rm there exists an internal 
function G:*Rn __ *Rm which is * continuously * differentia
ble: *f, G are infinitely close on * X; and 1= st ( G 1* K), 
among other properties. When applied to fractals this will 
considerably improve upon the concept of € differentiability. 
As has now become customary, we assume 
* J( = (* JY',E, = ) is a set-theoretic nonstandard model for 
a superstructure based upon the set H = R UXU Y (X, Y 
non empty) , with * JY' the set of internal entities, and employ 
the usual definitions, conventions, and symbolism. Recall 
that the star notation "*,, that appears before certain objects 
indicates that the starred objects are the nonstandard exten
sions of the unstarred objects. If a set X is a member of JY', 
then, conceptually, it may be assumed that XC * X, even 
though this may not be the correct technical notation in 
many cases. Thus from the intuitive point of view, * X be
haves as if it is, at the least, a set-theoretic extension. 
Further, assume that * J( is, at least, polysaturated.2 

The entities (X, Y x) and (Y, Y y) are topological 
spaces and, even though certain of our statements will hold 
under other criteria, we make the blanket assumption that X 
is compact. For any topological space (Z, Y) and for a 
point PEZ, let Y p (Z) = {G I peOEY}. Recall that for pEZ a 

monad olp,p ( p),isthesetp( p) = n{*G 100Y p (Z)} and 
since X is compact, then * X = U {u ( p) I peX}. Any x,)IE* Z 
are infinitely close, denoted by x;:::::y, if there is some peZ 
such that x, JIEt..l ( p). For any nonempty DC * X a function 
I :D-. * Y is microcontinuous at pEl) if whenever qED and 
q;:::::p, then I(q) ;:::::1 ( p). One of the major reasons that mi
crocontinuous functions are considered interesting is that if 
X and Yare metric spaces, then I:X -+ Yis continuous if and 
only if * I is microcontinuous on * X. Further, a sequence of 
functions {In InEN} on X into Yis equicontinuous if and 
only if ge*{1 n InEN} is microcontinuous.3 Two functions 
I, G: D-- * Y preserve nearness if whenever p, qED and p;::::: q, 
then I ( p) ;::::: G( q). Two functions f, G:D-- * Yare infinite
ly close on D (denoted by I;:::::G or IID;:::::G ID) if for each 
pED, I( p) ;:::::G(p). 

In general, if a property is denoted by a term P in our 
metalanguage and expressible by the first-order language for 
the structure J(, then the * transfer of P's defining first
order characterization is denoted by "* P." Of course, any 
first-order sentence implied by P and expressible in the lan
guage of J( will hold when interpreted, say by * transfer, in 
the structure * J(. It is known that * continuity and micro
continuity are not equivalent concepts. 3 Moreover, it is sig
nificant to note that if Yis a metric space and * I, *g map * X 
into * Y, then, even if X is not compact, * I;::::: *g implies that 
1= g. Thus for many practical applications only nonstan
dard internal or external functions are infinitely close to a 
standard function. 

II. BASIC APPROXIMATIONS 

In establishing the following propositions, the polysa
turated property of the model * J( is of major significance. 
First, we need an approximation theorem for microcontin
uous functions that generalizes the Davis approximation 
theorem. 3 A point qE* Z is near standard if there exists some 
pEZ such that qEp ( p). If Z is Hausdorff, then the point p is 
unique and we write st(q) = p. For the remainder of the 
present work, if the sets A, BEJY', then let Y (A,B) denote 
the set of all functions with domain A and codomain B. 

Theorem 1.1: Suppose Y is a regular Hausdorff space. 
Let IE*(Y(X,y») be microcontinuous on *Xand I( p) be 
near standard for each peX. Define the function 
F( p) = st(l ( p») for each peX. Then FEY (X, Y) and F is 
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continuous on X. Moreover, I, * Fpreserve nearness and are 
infinitely close on * X. 

Proal; Suppose that arbitrary pEX. Since I ( p) is near 
standard and Y is Hausdorff than there exists a unique rE Y 
such that l(p)Ef.1,(r) and r=F(p). Letp:::::xE*x. Then 
l(x):::::/(p):::::F(p) imples that ,u(p)C/-I[,u(F(p»)]. 
Consider any GF ( p) E[1 F( p) • Since Y is r~ular then there 
exists some VE[1 F( p) such thatF( p)EVC VCGF ( p). Hence 
,u( p) C/- I [*GF( p) ] and ,u( p) C/- I [* V]. Since 
I E*(Y (X, Y») implies that I is internal then there exists 
some Gp Ef1 p such that *Gp C/-I[*V]. Let xEGp • Then 
,u(x)C*Gp implies that I(X)E/[,u(x)]C*V. However, 
there exists some sEY such that I(x):::::s = F(x). Hence, 
l(x)Ef.1,(s) implies that,u(s)n*V:;60. Therefore, SEVim
plies that F(x) = SEGF ( p). From this it follows that 
xEF- I [ GF( p) ] andGp CF- I [GF( p) ]. ThusFiscontinuous 
at each pEX. Consequently, F is continuous on X in the gen
eral topological sense. 

Let x, yE*X and x:::::y. Then x:::::y:::::rEX. Microcontin
uity yields that I(x) :::::/(y) :::::/(r) :::::F(r). Since Fis con
tinuous at r then F(r) :::::*F(y) :::::*F(x). Therefore, I, *F 
preserve nearness. Finally, Xbeing compact implies that for 
each PE*X there exists some rEX such that p:::::r. Thus 
I( p) :::::/(r) :::::F(r) :::::*F( p) yields that II*X :::::*FI*Xand 
the proof is complete. 

As usual, let C(X,lR) denote the set of all continuous 
real valued functions defined on X. For eachjEN, l<i<m, 
d j (X,lR) is any subalgebra which separates points and con-
tains some nonzero constant function. If I:Z ___ *lR m , then 
1= (I I"'" 1m) denotes I with its m component func
tions. Let tJ denote near standard members of *lR. The set tJ 
is also termed the limited or finite members of *lR. Further, 
pE*lRm is near standard if and only if PEtJ m . 

Theorem 1.2: Let X be Hausdorff. Suppose that 
IE*(Y(X,lRm») is microcontinuous on *X and that 
I[*X] C tJ m. Then there is a function GE*(Y(X,lRm »)that 
is * continuous and microcontinuous on * X and for eachjEN, 
1 <i<m, each component function GjE* d j (X,lR). Further, 
(i) I, G preserve nearness, (ii) I, G are infinitely close on 
* X, and (iii) if for some standard g, 1= *g, then g = st ( G). 

Proof Consider 1= (II"'" 1m)· Then the function 
I E*(Y (X,lRm ») is microcontinuous if and only if each com
ponent function IjE*(Y(X,lR») is microcontinuous and 
I [* X] C tJm if and only iff or each I j , Ij [* X] C tJ. For 
eachjEN, 1 <i<m, Theorem 1.1 implies that there exists an 
JijEC(X,lR) such that I j , * Jij are infinitely close on * X and 
preserve nearness. For eachjEN, l<i<m, consider the fol
lowing internal binary relation: 

Bj = {(x,z) I (XE*lR) /\ (x> 0) /\ (ZE* d j (X,lR») 

/\ (Vw(wE*X---I*Jij(w) -z(w)1 <x)}. 

We now show that Bj is concurrent, at least, on the positive 
reals. Assume that 

{(XI,ZI ), ... ,(Xk,Zk)}CBj , 

where each Xi is a positive real number. Let r = min{x l , ... , 

x k }. We know from the Stone-Weierstress theorem that 
there exists some QjEdj (X,lR) such that for each wEX, 
IJij (w) - Qj (w) I < r. By * transfer, it follows that for each 
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WE* X, 1* Jij (w) - *Qj (w) I < r. Consequently, {(Xi' 
*Qj) 11 <i<k} CBj implies that Bj is concurrent, at least, on 
the positive reals. Saturation yields the existence of an inter
nal GjE* d j (X,lR) such that for arbitrary positive rElR, 
1* Jij (x) - Gj (x) I < r for each XE* X. Thus for each XE* X, 
*Jij (x) :::::Gj (x). Since every member of* d j (X,lR) is * con
tinuous, then Gj is as well. Let x, yE* X and x :::::y. The func
tions I j , *Jij preserve nearness and are infinitely close on 
* X. Consequently, 

*Jij(x):::::/j(x):::::/j(y):::::*Jij(y) . 

Thus 

Gj (x) :::::*Jij (x) :::::/j (x) :::::/j (y)::::: *Jij (y)::::: Gj (y) 

yields that I j , Gj preserve nearness; Gj is microcontinuous 
on * X; and, since X is compact, I j' Gj are infinitely close on 
* X. Now simply define internal G: * X ___ *lRm by setting 
G = (GI, ... , Gm) on *X. Then GE*(Y(X,lRm») and (i) and 
(ii) hold. 

Finally, assume that 1= *g. Since X is compact then 
st (* X) = X. Let pEX and qEf.1, ( p). Then, since *g and G 
preserve nearness on * X, it follows that 
G(q):::::*g(p) =g(p). Consequently, st(G(q»)=g(p) 
= (st(G»)( p) and the proof is complete. 

III. APPLICATIONS 

There are many significant functions that satisfy the hy
potheses of Theorem 1.2. We list a few examples. Assume 
that X is Hausdorff. 

(i) For any IEC(X,lRm ) the function * I satisfies the 
hypotheses. 

(ii) Assume that X is a metric space and that YC lRm is 
compact. Consider any family Y of equicontinuous func
tions defined on X into Y. Then each I E* Y satisfies the 
hypotheses. 

(iii) If X is a metric space, Y = lRm, {I n } is a pointwise 
bounded sequence of continuous functions from X into Rm , 
and {In} converges uniformly to I; then each gE*{ln} 
satisfies the hypotheses. 

When nonstandard mathematical structures are uti
lized to model natural system behavior certain rules of corre
spondence should be rigorously applied. In particular, a nat
ural system process corresponds to standard mathematical 
entities or individuals. Nonstandard internal individuals or 
entities, or internal properties associated with nonstandard 
external entities, correspond to substratum objects or prop
erties that may directly or indirectly effect natural system 
behavior, where the standard effects are either testable or 
yield observable data. The third category of properties corre
sponds directly to nonstandard external entities and, with 
certain well-known exceptions such as the standard part op
erator, are not assumed to effect directly natural system be
havior, but, rather, are employed in discussions of pure sub
stratum behavior, where their effects do not yield, directly or 
indirectly, either testable effects or observable data within a 
standard laboratory setting.4 The usefulness of these exter
nal nonstandard entities as they correspond to a nonstan
dard type of physical model is conceptually the same as the 
usefulness of such physical language descriptions as the 
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Everett-Wheeler-Graham many-worlds interpretation.5 

These rules of correspondence tend to eliminate a consider
able amount of ad hoc construction or definition, while 
yielding meaningful extensions of the standard natural sys
tem processes. Physical language models that follow these 
rules or correspondence are termed nonstandard physical 
world models or NSP-world models. 

Under the NSP-world correspondence scheme, if an ap
propriate entity f possesses an internal nonstandard prop
erty and the standard object obtained by such processes as 
the standard part operator applied to f does not possess a 
corresponding standard property, then this is interpreted to 
mean that the internal nonstandard property is not detect
able within the standard natural world after f is inserted 
into the natural system. This does not contradict the above 
rules of correspondence, for it is the direct or indirect effects 
that are either testable or yield observable data, while the 
property itself is not directly detectable. 

In applications of nonstandard analysis to the behavior 
ofa natural system, when a characterizing standard entity is 
infinitely close to an internal nonstandard entity, then the 
microeffects characterized by the nonstandard entity are 
conceived of as either a basic cause for the standard behavior 
or a process that sustains such behavior. This internal pro
cess is termed an ultranatural process and is hidden from 
direct observation within the standard laboratory environ
ment. A major application of the procedures established 
within the present paper is relative to the concepts of the 
design and order that can be rationally assumed to influence 
the development of a natural system. The concept of E differ
entiability, if corresponded to a nonstandard physical con
cept of smoothness, should probably not be considered as a 
hidden aspect of fractal behavior in lieu of other internal 
processes since E differentiability is an external property. 
This situation is eliminated by application of the following 
theorem. 

Theorem 3.1: Let KCRn be compact. If 
fE*(Y(K,R m ») is microcontinuous on *K and 
f [* K] C (jm , then there exists a function GE*(Y (Rn ,Rm ») 
such that the following holds. 

(i) The function Gis * continuously * differentiable on 
*Rn. 

(ii) If n = 1, then Gis * continuously * differentiable on 
*Rn for any order kE*N. 

(iii) With respect to * K, the function f and the restric
tion G I*KE*(Y(K,Rn ») preserve nearness. 

(iv) The restriction G 1* K is microcontinuous and uni
formly S continuous on * K. 

(v) The function f and restriction G 1* K are infinitely 
close on *K. 

(vi) If for standard g, f = *g, then g = st(G I*K). 
Proof' Assume that K is compact, fE*(Y (K, *Rm ») is 

microcontinuous on *K, and f[*K]C(jm. Let &'(A,R) 
denote the algebra of all real valued polynomials in real coef
ficients in n variables considered as components and defined 
on A C Rn . In general, by * transfer, for eachjEN, 1 <J<m if 
PjE*(&' (Rn ,R»); then the internal function defined on *Rm 
by P = (PI'"'' Pm ) satisfies the properties listed in (i) and 
(ii) of Theorem 3.1. Application of Theorem 1.2 implies that 
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there exists a microcontinuous function HE*(Y (K,Rm ») 
such that each component function HjE*( &' (K,R») and f, 
H satisfy (i)-(iii) of that theorem. Moreover, since His 
internal and microcontinuous on * K, then H is uniformly S 
continuous on *K.3 However, by * transform, each internal 
Hi may be extended to an internal GiE*( &' (Rn ,R») by con
sidering Hi defined on the internal domain *Rn. Thus Hi 
= Gi I*K. Obviously, by letting G = (GI, ... , Gm ) on *Rm 

and H = (HI"'" H m ) on * K it follows that G satisfies parts 
(i) and (ii) of Theorem 3.1 and that H = G 1* K satisfies the 
remaining parts. This completes the proof. 

When compared with the concept of E differentiability 
the conclusions of Theorem 3.1 appear more significant for 
the following reasons. The function G is internal and thus 
has all of the first-order * transfer properties which hold for 
the algebra &' (Rn ,R). In the case that n = 1, the resulting 
m-dimensional curve G[*K] CRm has a well-behaved 
hyper-real length obtained by application of the * integral 
operator and all of the * transformed length properties. 
Moreover, in this case, since G is * differentiable for any 
order nE*N, then Gis ultrasmooth. Since Gis microcontin
uous and uniformly S continuous on * K it will also satisfy all 
of the implied properties associated with these two signifi
cant concepts. From the NSP-world viewpoint, if the stan
dard function is conceived of as representing a behavioral 
pattern produced by natural processes associated with a nat
ural system, whether or not it is a fractal type, then G can be 
conceived of as a highly ordered, smooth, regular, and even a 
somewhat conventional ultranatural process that when ap
plied to an associated ultranatural system, yields what may 
be perceived within the laboratory environment to be an ir
regular or even chaotic pattern of behavior. 

However, it is obvious that G is not unique and that 
other distinctly different algebras would generate a function 
Go having all the properties listed in Theorem 3.1, as well 
others not shared by G. Although for this analysis it is clearly 
unnecessary, it may be that there are specific algebras that 
could be more closely associated with specific types offractal 
behavior. The formal infinitesimal analysis that establishes 
that certain phenomena, for example, particle trajectories in 
quantum mechanics,6 are fractal in character tends to utilize 
members of well-behaved algebras which also share the 
properties stated Theorem 3.1. 

IV. STEP FUNCTIONS 

As a preliminary to this section, we introduce the fol
lowing definition. A function f: [a,b] -+ Rm is differentiable 
Con [a,b] if it is continuously differentiable on (a,b), except 
at finitely many removable discontinuities. This definition is 
extended to the end points {a,b} by application of one-sided 
derivatives. For any [a,b] consider a partition 
P={aO,al, .. ·,an,an+I}' n>l, a=ao, b=an+ l , and 
aj _ I < aj , 1 <J<n + 1. For any such partition P let the real 
valued function g be defined on the set 
D= [aO,al )U(al,a2 )U' . 'U(an,an+ l ] as follows: For 
each xE[ao,a l ), let g(x) = rIER; for each xE(aj _ 1 ,aj ), let 
g(x)=rjER, l<i<n; and for each xE(an,b], let 
g(x) = rn + I ElR. It is obvious that g is a type of simple step 
function. 
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Theorem 4.1: There exists a function Ge*(Y ( [a,b] ,R») 
with the following properties. 

(i) The function Gis * continuously * differentiable and 
* uniformly * continuous on * [a,b ]. 

(ii) For each odd nE*N, (n;>3), Gis * differentiable Cof 
order non * [a,b]. 

(iii) For each even nE*N, Gis * continuously * differen
tiable in * [a,b ], except at finitely many points. 

(iv) If c = min {rw '" rn + I}' d = max{rl,···, rn + I }, 
then the range of G = * [c,d], st(G) at least maps D into 
[c,d] and(st (G»)ID=g. 

Proof First, for any real c,d, where d #0, consider the 
finite set of functions 

hj(x,c,d) =!(rj + 1 -rj )(sin(x-c)1TI(2d) + 1) +rj , 

1 <J<n. Each hj is continuously differentiable for any order 
at each XER. Observe that for each odd mEN, each mth deriv
ative h jm) is continuous at (c + d) and (c - d) and h jm) 
(c + d) = h jm)(c - d) = 0 for eachj. 

Let positive 8Efl (0). Consider the finite set of internal 
intervals {[ao,a l - 8),(a l + 8,a2 - 8), ... , (an + 8,b)} ob
tained from the partition P. Denote these intervals in the 
expressed order by I j , 1<J<n + 1. Define the internal func
tion 

GI = {(x,r l )lxElI}U' .. U{(x,rn+ I ) IxEln + I}' 

Let internal Ij = [aj - 8,aj + 8], 1<J<n and for each 
xElj, let internal 

Gj(x) =!(rj+1 -rj )(*sin(x-c)1TI(28) + 1) +rj . 

Define the internal function 

G2 = {(x,GI (x»)lxEl!}U' . ·U{(x,Gn(x»)lxEI!}. 

The final step is to define G = G I U G2• Then 
Ge*(Y ([a,b] ,R»). 

By * transfer, the function GI has an internal * contin
uous * derivative G P) such that G \ 1) (x) = 0 for each 
xElI U· .. U1n + I . Applying * transfer to the properties of 
the functions hj (x,c,d) , it follows that G2 has a unique inter
nal * derivative 

Gil) = (l/(48»)(rj+ 1- r)1T(*coS(x - a)1T/(28))) 

for each xEl t U· . . U I!. The results that the * left limit for 
the internal G \ I) and the * right limit for internal Gil) at 
each aj - 8, as well as the * left limit of Gil) and the * right 
limit of G \ I) at each aj + 8 are equal to zero and 0 = Gil) 
(aj - 8) = G il)(aj + 8) imply that internal G has a * con
tinuous * derivative G (I) = G P) U Gil) defined on * [a,b]. 

A similar analysis and * transfer yield that for each 
mE*N, m;>2, G has an internal * continuous * derivative 
G(m) defined at each xE*[a,b], except at the points aj ± 8 
whenever rj + I #rj' However, it is obvious from the defini
tion of the functions hj that for each odd mE*N, m;>3, each 
internal G(m) can be made * continuous at each aj ± 8 by 
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simply defining G(m) (aj ± 8) = 0; with this parts (i)-(iii) 
of Theorem 4.1 are established. 

For part (iv) of Theorem 4.1 assume that rj<rj+ I' 
From the definition of the functions hj it follows that for 
eachxElj UIj U1i+ I' rj <G(x) <rj+ I' The nonstandard in
termediate value theorem implies that G [* [aj ,aj + I ]] 

= *[rj,rj + I] and, in like manner, when rj + I <rj' Hence, 
G[*[a,b]] = *[c,d]. Clearly, st(D) = [a,b]. If pEl) and 
xEfl( p), then G(x) = rj = g( p) for some j such that 
1<J<n + 1. This completes the proof. 

The nonstandard approximation Theorem 4.1 can be 
extended easily to functions that map D into Rm 

• For exam
ple, assume that F:D--+R3 and the component functions F I , 

F2 are continuously differentiable on [a,b], but that F3 is a g
type step function on D. Then letting H = (* F I , * F2, G) on 
* [a,b], where Gis defined in Theorem 4.1, we have an inter
nal * continuous * differentiable function H: * [a,b ] --+ *R3

, 

with the property that st(H) ID = F. 
Propositions such as Theorem 4.1 are being employed to 

model the behavior of natural objects which appear to alter 
suddenly some numerically expressed characterizing prop
erty. 

V. CONCLUSION 

Nonstandard methods utilizing polysaturated enlarge
ments as applied to the study of fractals apparently have 
some significance relative to the design, order, and existence 
of possible microeffects. These methods greatly improve 
upon previous results that associated NSP-world smooth ap
proximating functions with parametrized fractal curves. 
The selection of nonstandard smooth approximating func
tions from different algebras may also prove to be significant 
when analysis establishes that a pattern of behavior may be 
characterized by a fractal. Moreover, these nonstandard ap
proximating functions have a very well-behaved length 
which satisfies all of the known first-order properties of the 
length of a curve as obtained by application of the standard 
Riemann integral. It is believed that these nonstandard 
methods under various generalizations and extensions will 
lead eventually to a better understanding of the underlying 
processes that generate the behavior of natural systems as 
they are perceived within the laboratory environment. 
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The topology and geometry of the space of null geodesics N of a space-time M are used to 
study the causal structure of the space-time itself. In particular, the question of whether the 
topology of N is Hausdorff or admits a compatible manifold structure carries information on 
the global structure of M, and the transversality properties of the intersections of skies of 
points tell whether the points are conjugate points on a null geodesic. 

I. INTRODUCTION 

The causal structure of space-time-which is modeled 
as a Lorentz manifold M-is of great importance, both phy
sically (in the question of whether data at one point of M can 
affect what happens at another) and philosophically (owing 
to the paradoxes inherent in the existence of closed timelike 
curves). 1.2 Since the causal structure of a space-time is inti
mately connected with the null geodesics of that space-time, 
one might suspect that interesting information about the 
causal structure of M is coded naturally in the structure of 
the space of null geodesics, say N. 

In Sec. II of this paper, we consider Nboth as a topologi
cal space, and, when appropriate, as a smooth manifold. 
There are two natural but slightly different (though inti
mately related) ways of inducing a topology on N, and we 
will see that these both actually induce the same topology on 
N. Furthermore, it is not necessarily the case that N admit 
any manifold structure compatible with its topology, as a 
simple example shows. A sufficient condition for N to have a 
natural manifold structure is that M be strongly causal, al
though this condition is not necessary. If this topology is 
non-Hausdorff, then M must have a naked singularity of a 
particularly naked type. 

In Sec. III we restrict ourselves to the case where Mis 
strongly causal, and N is therefore a manifold (though not 
necessarily Hausdorff). It is noted that a vector field on M 
induces a vector field on N if it is a conformal Killing vector 
field, and that a vector at a point of N gives a vector field on a 
null geodesic of M connecting it to a neighboring null geo
desic. In this case, one can show that given any point xEM, 
the corresponding subset X of N, called the sky of x, is a 
smoothly embedded S Z in N. 

Finally, in Sec. IV, the results of Sec. III are used to give 
an interpretation of the conjugacy of two points on a null 
geodesic in terms of N, and some related ideas. 

II. THE TOPOLOGICAL STRUCTURE OF N 

Let M be a space-time, i.e., a Coo manifold with a Lor
entz metric. Denote its tangent bundle by TM, the reduced 
tangent bundle TM \ {zero section} by T'M, and the fiber 
above a point x by TxM. Then T'M has the quotient space 
UM given by identifying proportional vectors at each point x 
in M, and UM is foliated by the natural lifts of the geodesics 
of M. Note that although a geodesic of M may fail to be a 
submanifold of M, its lift to UM is always a submanifold of 
UM. The set G, the space of geodesics of M, is given by 

identifying points in UM that lie on the lift of a common 
geodesic. Then G naturally splits up into the disjoint union of 
G +, N, and G -, which are the spaces of time like, null, and 
spacelike geodesics, respectively; removal of N from G dis
connects G, and N is the common boundary of G + and G - . 
We can regard N as this subset of G, with the subspace topol
ogy induced by the quotient topology from UM. 

Alternatively, we could restrict from UM, the bundle of 
directions in M, to NM, the bundle of null directions, then 
pass to the quotient space in the same way; denoting the 
quotient map from UM to G by p, it follows3 from the facts 
thatp-I(p(NM)) = NM and NMis closed in UM that we 
obtain the same topology in either case. 

Any point in N, then, corresponds to a curve in M, 
namely the null geodetic curve whose lift it is the projection 
of; also any point in M gives a subset of N, namely the set of 
all null geodesics passing through it. A useful notational con
vention that will be adopted here is to use lower case roman 
letters to represent points of M, and the corresponding upper 
case letter to represent the subset of N determined by it, and 
to use lower case greek letters to represent points of N, and 
the corresponding upper case greek letters to represent the 
null geodesics in M that they determine. 

First, then, we note that N need not have any manifold 
structure compatible with its topology. 

Example 2.1: Let Mbe Minkowski space, with the usual 
coordinates (t,x,y,Z) , and let ZXZ act on Mby 

(m,n)' (t,x,y,z) = (t + mvL:,x + n,y,z). 

Then the quotient space M /ZXZ has the topology 
S I xS I X HZ, butthe ratio of the lengthsoftheS "sisvL:. Thus 
any null geodesic in the (t,x) plane becomes a dense curve in 
the y = Z = 0 torus of M /Z X Z and so any neighborhood of 
such a null geodesic will actually contain all the other geode
sics in the y = Z = 0 torus. Thus the space of null geodesics of 
this space-time fails to satisfy the separation axiom T I , and 
so the topology cannot be induced by a differentiable struc
ture.4 0 

On the other hand, if the space-time is strongly causal
as any space-time forming a reasonable model of the uni
verse must be-then this cannot happen, as follows from 
Proposition 2.1 

Proposition 2. I: Let M be strongly causal. Then N is 
naturally a smooth manifold with a C 00 structure inherited 
fromN*M. 

Proof (See Ref. 4 for notation): Let uEN*M, and let 
( U,x) be a flat chart containing ·U. Then 17'( U) is an open set 
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containing 11'( U), so by strong causality there is an open sub
set V of 11'( U) such that 11'( u) lies in V, and any causal curve 
intersects Vin a single connected component. Then the lift of 
any null geodesic in M to N * M will intersect 11'- I (V) in a 
single connected component, and hence W, defined by 
W = 11'-1 ( V) n U, gives a flat chart ( W,xl W) containing u, 
and such that any leaf of the foliation intersects Win a single 
connected component. Hence (Ref. 4, pp. 202ft') N inherits 
the structure of a C 00 manifold from N * M, and p: N * M - N 
is a smooth submersion. 0 

As we can see from the proof, strong causality is not 
necessary. In fact the necessary condition is simply that no 
null geodetic curve r may be such that there is a sequence of 
points, each further along r than the preceding one, which 
has as a limit some earlier point of r, and is such that the 
tangents at these points tend to the tangent at that limit 
point. In other words, no null geodesic may approach itself 
arbitrarily closely and tangentially. Indeed it may even have 
self-intersections as long as they are transverse, without des
troying the manifold structure of N. However, strong causal
ity is such a natural condition that it is the one which will be 
used here to guarantee a manifold structure on N. 

Even under these circumstances, N may fail to be Haus
dorff as a topological space. 

Example 2.2: Let Mbe Minkowski space minus the ori
gin. Then N is given by taking two copies of R3 X S 2 and 
identifying (x,p) in one copy with (y,q) in the other when
ever x = y=/= (0,0,0) and p = q, for x,yER3

, p,qES 2
, which 

gives a non-Hausdorff manifold. 0 
In the case where M is strongly causal, we can use the 

technology of ideal points5 to study the consequences of N 
being non-Hausdorff. 

Proposition 2.2: Let M be a strongly causal space-time, 
and N its space of null geodesics. Then if N is non -Hausdorff, 
M must be nakedly singular. 

Proof Let Y"Y2ENbe such that whenever Ui is a neigh
borhood ofYi for i= 1,2, U, nU2=/=0. Then one can con
struct a sequence {t/Jn} n>O' with the property that YI and Y2 
are both limit points of{1jInt>O' 

Then in M there is a sequence of null geodesic curves 
{ 'I' n t > 0 which approaches both r I and r 2 as n increases. 
Now, let XiEri and Vi be an open neighborhood of Xi (for 
i = 1,2) such that VI n V2 = 0. Without loss of generality, it 
can be assumed that each 'I' n intersects both VI and V2 for 
n > 0. Next, define sequences {ci

n} n>O for i = 1,2, such that 
cinE Vi for n > 0, and c~ approaches Xi as n approaches infin
ity. We can also assume that CZ nE.! + (c i

n ) for n > 0, by an 
appropriate choice of VI and V2 • 

NowletzEl + (x2 ). Then I - (z) is an open set containing 
X 2 and so for n large enough, c2 nEl- (z), and therefore 
c l nE I - (z). But this implies thatx,E I - (z), since 1- (z) is 
closed. 

Next, let WEi - (x I ). Then I + ( w) is a neighborhood of 
XI' and so must intersect I - (xz), which in tum implies that 
wEl- (z). Finally, we observe that this is independent of the 
choice of the point X 1 on r I' and so any point in I - (r I) lies 
inI-(z), thusI-(r,)CI-(z). 

But r I is a future endless null geodesic, and so 1- (r I) is 
a terminal indecomposable past set-abbreviated to TIP-
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lying inside a proper indecomposable past set, a PIP. (See 
Ref. 5 for the definitions and a discussion of the importance 
of these objects, and the dual future sets, TIF's and PIF's. ) 
Hence M is nakedly singular. 0 

Note that by a dual argument, I + [r2] CI + (z')forsome 
z'EM, so we also have a TIF that is a subset of a PIF. The 
converse of this result is, however, false: for the subspace of 
Minkowski space with the standard coordinates given by 
x 2 + y2 + r < 1 is nakedly singular, but its space of null geo
desics is Hausdorff (being a subspace of R3 xS 2

, which is 
clearly Hausdorff). 

Now, one can define an open neighborhood of the ideal 
point given by I - [r I] as an open set in M that contains all 
the points of r I to the future of some point on r I' Then in the 
notation used in the proof of Proposition 2.2, if U is a neigh
borhood of the ideal point given by 1- [r I], then there is 
some null geodesic 'I' n which enters U, and eventually 
reaches c2 

n' Thus a geodesic observer can get arbitrarily 
close to the singularity, and get away again, without falling 
in. The point of this is not only that the singularity can be 
approached and then left again, but that this can actually be 
done with no acceleration. 

One final point about the singularity that causes N to be 
non-Hausdorff is that if Y I is future complete, then I - [r I] is 
an 00 -TIP, i.e., represents an ideal point at infinity, which 
the members of {'I' n } n > 0 approach arbitrarily closely before 
returning to a neighborhood of x 2 • So in this sense, there are 
null geodesics in M that can go arbitrarily far away, and 
return to the "interior" of M. Thus one can get arbitrarily 
near infinity, and return to an arbitrarily small neighbor
hood of x2 , while remaining on a causal path (and, again, 
without undergoing any acceleration). 

One particular example of a space-time for which this 
non-Hausdorff condition holds is that of a plane wave space
time.6 The above considerations show that the plane wave 
space-time does not have a simple asymptotic structure, and 
that it is, therefore, difficult to use asymptotic techniques to 
try to study the mass energy carried by the wave. 

Corollary 2.1: If M is strongly causal, then for any point 
x in M, XCN, the sky of x is a smooth S2 in N. 

Proof NM is the bundle of null directions over M, and 
let NxM -which is topologically S2-be the fiber of NM 
over x. Then if p: NM -N is the projection, X is p(NxM), 
and since the fibers of NM lie inside those of UM, which are 
transverse to the geodesic flow, it follows that p is regular at 
all points of NxM. Hence plNxM is a smooth, regular bijec
tion, and therefore a diffeomorphism. 0 

III. VECTORS AND VECTOR FIELDS ON M AND N 

First, we observe that a vector field Von M will project 
to one on N precisely when its flow <PI preserves null geodesic 
curves; but this is just the condition that V be a conformal 
Killing vector field, since the conformal motions of Mare 
those preserving the causal structure and hence the null geo
desics. On the other hand, a vector field on N will correspond 
to a vector field on M precisely when its flow preserves the 
skies of points. 

More interestingly, one can consider the interpretation 
in M of a vector at a point of N. So let v be a vector in TyN, 
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i.e., v is the tangent to some curve through y. Then v is the 
projection of a vector field along r in M that connects points 
of r to points of a neighboring null geodesic; in other words 
it is the projection of a Jacobi field on r. Furthermore, any 
Jacobi field on r given by a one-parameter family of null 
geodesics containing r will project to a vector at y. Call such 
a Jacobi field a null Jacobi field. 

Now, fix some point x on r, and make a smooth choice 
of affine parameter on all the null geodesics through x. Then 
there is a two-parameter family of null Jacobi fields along r 
vanishing at x given this choice of affine parameter on the 
null geodesics passing through x, and this family precisely 
describes TyN. This relationship can be exploited to give an 
interpretation in N of the conjugacy of two points in M along 
a null geodesic. 

First, we develop a little notation. Two points, x and y, 
lying on a common null geodesic r are said to be null conju
gate of degree n if there are n linearly independent null Ja
cobi fields along r vanishing at both x and y. Note that two 
points in space-time can be null conjugate of degree at most 
two. (It is easy to see that in a strongly causal n-dimensional 
Lorentz manifold, two points can be null conjugate of degree 
at most n - 2.) 

Then we can give the following classification of points 
that lie on a common null geodesic. Let x,yEM, and let yE N 
such that x,yEr. Then yEXn Y, and we have the following 
cases. 

Classification 3.1: 
(1) TyXn Ty Y = {a}: x and yare not conjugate along 

r, 
(2) TyXn Ty Y = {tv: tER} for some vETyN: X and y 

are conjugate of degree one along r, and v is the projection of 
some Jacobi field that vanishes at both x andy. 

(3) TyX = TyY:x andy are conjugate of degree 2 along 
r, and any element of TyX gives a null Jacobi field along r 
with a representative Jacobi field that vanishes at both x and 
~ 0 

One can also give a classification of vectors at a point of 
N in similar terms-let yEM: then we have the following 
classification. 

Classification 3.2: 
(1) V4TyX for any XEr: so v gives a null Jacobi field 

connecting r to neighboring null geodesics that never meet 
r. 

(2) VETyX for precisely one XEr: v gives a null Jacobi 
field connecting r to neighboring null geodesics through x 
that never meet r again; i.e., rnI(x) = 0. 

(3) vEn7= 1 TyX,: the points X," 'xn on the null geo
desic r are all conjugate to each other along r by a single 
Jacobi field. 0 

A point that is conjugate to a spacelike two-surface can 
be described in a similar way. Let SCMbe a spacelike two
surface; then S defines a two-dimensional surface in N, as 
follows. Let xES; then there are precisely two future pointing 
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null directions that are orthogonal to S at x. As x varies over 
S, we obtain a subset ~ of N (which will be diffeomorphic to 
the disjoint union of two copies of S if Sis orientable, or a 
double cover otherwise). 

Now, similarly to the definition of null conjugacy, we 
say that x is conjugate to S along r if 

( 1) XEr and YE~, 
(2) there is a nontrivial Jacobi field along r that vanish

es at x, defined by a one-parameter family of null geodesics in 
~, the orthogonal congruence to S. 

Then we obtain the following classification. 
Classification 3.3: Let xEM lie on the null geodetic curve 

r, where YE~, the orthogonal congruence to S, a spacelike 
two-surface in M. Then x is conjugate to S along r if 
TyXn Ty~ is nontrivial, and the degree of conjugacy is the 
dimension of TyXn Ty~. 0 

Note that if xES, then xn~ = {Yl'Y2}' where Yl and Y2 
are the two null geodesics through x which are orthogonal to 
S, and TyiX = TYi~' for i = 1,2. However, the converse 
need not be true-it could be the case that two null geodesics 
in ~ will focus at some yEM \.S, and y happens to be conju
gate of degree 2 to S along each null geodesic. In fact, this can 
even happen in Minkowski space, by a careful choice of S. 

IV. CONCLUSIONS 

By examining the space of null geodesics N of a space
time M, one can obtain useful information about the causal 
structure of M; in particular, non-Hausdorffness of the to
pology of N tells us that M is nakedly singular in such a way 
that a singularity can be approached and then left without 
any acceleration, and the lack of a manifold topology tells us 
that M cannot be strongly causal. When M is strongly causal, 
and N is therefore a manifold, the skies of points in Mare 
smooth S 2,S in N, and two points on a common null geodesic 
are null conjugate along that geodesic precisely when the 
intersection of their skies is non transversal. 
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An explicit realization is given in terms of even and odd differential operators of certain 
rv 

highest weight representations for the affine Lie superalgebra gllli . 

I. INTRODUCTION 

Kac and van de Leur introduced in Ref. 1 a collection of 
highest weight modules V m' meZ, over the infinite-dimen
sional general linear Lie superalgebra a 00 I 00 • These modules 
remain irreducible under the action of the ..e.rincipal subalge
bra, isomorphic to the affine superalgebra g7111 ("super Hei
senberg algebra"). 

In the nonsuper case, the irreducibility of a module, say 
V, under a Heisenberg algebra leads to a realization of Vasa 
bosonic Fock space, i.e., V is realized as a polynomial alge
bra, and the action of the Lie algebra is given in terms of 
differential operators. This construction has many applica
tions, especially in the theory of soliton equations and in 
string theory. 

In this paper we show similarly that the modules V m of 
Kac and van de Leur can be realized as "super Fock spaces", 
i.e., as a tensor product of a polynomial algebra and an exte
rior algebra. For representations of other Lie superalgebras 
this has been observed by Golitzin.2 One might hope that 
this construction has similar applications as in the even case. 

I'J 

II. THE LIE SUPERALGEBRA g/1/1 AND THE MODULES 
Vm 

In this section we recall some definitions and results 
from Ref. 1. We take as a basis for gllli : 

(-1 0) (0 
A.= 00' /-L= 0 

(2.1 ) 

We define for xEgllII 

x(n): = tnXEgllII (C[t,t -I]). (2.2) 

The commutator in gill 1 = gllli (C[t,t -I]) al Ccis given by 

[x(n),y(n)] = [x,y](m + n) + ml5m + n,O Str(xy)c, 
(2.3) 

where Str is the supertrace. 
Explicitly we have 

[A.(m),x ± (n)] = =FX ± (m + n), 

[/-L(m),x ± (n)] = ± X ± (m + n), 

[A.(m),A.(n)] = ml5m + n,Oc, 

[/-L(m),/-L(n)] = -ml5m+ n,oc, 

[X+(m),X_(n)] = (A.+u)(m+n) -ml5 c r- m + n,O , 

[X± (m),x± (n)] =0, 

[A.(m),/-L(n)] = o. 
(2.4) 

Note that {A.(m),m:;a60} and {jL(m),:;a60} generate infinite 
Heisenberg algebras. 

We consider representations 1T m on V m with highest 
weight vector 1m) that satisfy 

1Tm(X+(n»)lm) =0, n>O, 

1Tm(X- (n+ l))lm) =0, n>O, 

1T m (A. ( n ) ) 1m) = 0, n > 0, 

1T m ( /-L ( n ) ) 1m) = 0, n > 0, 

1T m (c) 1m) = 1m), 

{ 
0, m>O, 

1T m(A.(O»)lm) = _ 1m ), m <0, 

{ 
mlm), m>O, 

1Tm(,u(O»)lm) = (m + 1)lm), m.;;;;O. 

Introduce a gradation on gllli by 

degA.{n) = 2n, 

deg/-L(n) = 2n, 

deg X ± (n) = 2n ± 1, 

degc = O. 

Then the modules Vm have a q dimension given by 

III. VACUUM SPACE ANDZOPERATORS 

Define the vacuum space of V m by 

(2.5) 

(2.6) 

(2.7) 

fiv
m 

= {VEVm 11T m(A.(n»)v = 1T m{J-L(n»)v = 0, Vn > O}. 
(3.1 ) 

By general results on the modules V m we have 

(3.2) 

(see, e.g., Golitzin,2 or in the nonsuper case Lepowsky and 
Wilson,3) where A. (n) and /-L (n) act as a / ax2n ,a / aY2n for 
n> 0, and as nx2n , - nYZn for n < 0, respectively. From Eq. 
(2.6) it follows that the q dimension of the vacuum space is 
given by 
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{

I m+ 1 IT (1 + tfk-l)2, m>O, 
d· 0 1 + tf k;;.l 

Imq v .. = 1 
----:-----:- TT (1 +q2k-l)2, m<O. 
1 + q - 2m - 1 f;;.J.... 

(3.3 ) 

We will construct operators that map 0 v .. into itself. To this 
end we introduce formal series 

X ± (z) = I z- (2k± \)x ± (k). 
/a;Z 

Then we have 

[A(n),x ± (z)] = =+= zlnx ± (z), 

[,u(n),x ± (z)] = ± zlnx ± (z). 

Define 

EE± (z):=exP{=+=E I lA+,u)( ±k) Z=F 2k }, 
bO k 

(3.4) 

(3.5) 

E = ± 1 , (3.6) 

and 

Z± ~~); = E t I(Z)X ± (z)E $1(Z). (3.7) 

Lemma 3.1: The homogeneous components of 
Z ± (z)map Ov .. into itself. 

Proof Using 

[A,B] = k 1 => [A,exp(B)] = k exp(B), (3.8) 

we have 

[A(n),EE_ (z)] = EzlnL~ (z), 

[,u(n),EE_ (z)] = - EzlnEE_ (z), 

[A( - n),EE+ (z)] = EzlnEE+ (z), 

[,u( - n),EE+ (z)] = - EzlnEE+ (z), 

[A(n),EE+ (z)] = 0, 

[,u(n),E e
+ (z)] = 0, 

[A( - n),EE_ (z)] = 0, 

[,u( -n),EE_ (z)] =0, 

n>O, E= ± 1. 

Combining (3.5), (3.7), and (3.9) we find 

[A(n),Z ± (z)] = 0, Vn#O. 

[,u(n),Z ± (z)] = 0, 

Expanding Z ± (z) in powers of z: 

Z± (z) = I Z± (k)Z-(2k±\), 
/a;Z 

(3.9) 

(3.10) 

(3.11 ) 

it is clear that the Z ± (k) commute with the A (n ) ,,u (n ) , 
V n #0. We leave itto the reader to show thatthe Z ± (k) are 
well-defined operators on V m. This proves the lemma. • 

We will refer to the Z ± (z) [or also to their components 
Z ± (k)] as Z operators. 

IV. THE COMMUTATION RELATIONS OF THE Z 
OPERATORS 

In this section we calculate the commutation relations 
of the Z operators in the modules V m • 

Theorem 4.1: In Vm we have 
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[Z+(k),Z_(l)] = (/ + m)t5k + 1,O. 

Proof We need a number oflemmas. 
Lemma 4.2: 

(a) [EE± (z),E;o (z)] = 0, E,E = ± 1, 

(4.1 ) 

(b) [X± (Z),EE± (z)] = [X± (Z),EE+ (z)] =0. 

Pro%/Lemma 4.2: (a) This follows from the fact that 
{(A + ,u)(k), keZ} is an Abelian subalgebra [see Eq. 
(2.4)]. (b) Here one uses 

[(A +,u)(k),x± (n)] =0, Vk,neZ. (4.2) 

Define 

(A +,u)(z):= IZ- 2k(A+,u)(k) 
/a;Z 

and let the "odd formal delta function" be 

~(z): = I zli-l 
iEZ 

and define 

DO~(z): = I jz2i-l. 
iEZ 

Lemma 4.3: 

[X+(ZI),x_(Z2)] 

• 
(4.3) 

(4.4) 

(4.5) 

= (A +,u)(ZI)~(ZI/Z2) +DO~(ZI/Z2)C. (4.6) 

Proof 0/ Lemma 4.3: 

[X+ (ZI),x_ (Z2)] 

= I ZI-(2k+l)Z2-(2n-\)[X+(k),x_(n)] 
k.neZ 

= I ZI- (2k+ \)Z2- (2n-l) 
k.neZ 

= I ZI-2k(A+,u)(k)(~)2n-l + I n(~)2n-lc. 
k,neZ Z2 neZ Z2 

(4.7) 

• 
Let 

r(ZI,z2): = I /;j"zf~, /ijEC (4.8) 
iJeZ 

be a formal power series in ZI,z2 such that for every peZ the 
number of /ij with i + j = p is finite. [This means that it 
makes sense to considerr(z2,z2).] 

Lemma 4.4: 

(a) r(ZI,z2)~ (ZI/Z2) =r(Z2,Z2)~ (Z\/Z2)' 

(b) r(z\,z2)DO~ (ZI/Z2) 

=/e(Z2,Z2)Do~ (ZI/Z2) 

- ~ Zl ~ r(z\,Z2) Iz, = z, ~ (~) . 
2 az\ - Z2 

Pro%/Lemma 4.4: For (a) we have 
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!'(ZI,Z2)SJCJ 
_ " r ...2i...2j...2k - lZ - 2k + 1 - £.. JijZlZiZI 2 

iJ.kEZ 

_ " r...2(i+k)-I...2(j-k)+1 
- £.. JijZi ZJ 

iJ.kEZ 

_ " r ...21-1...2(i+j-/)+1 - £.. JijZl Zz 
iJ'/EZ 

= L /;AYt(~)2/-1 =fe (z2,z2)SJ (~) 
iJ./EZ Z2 Z2 

and for (b): 

!'(zl,z2)DoSJ (;J 
.. (ZI)21-1 

= L /;Aizfl -
iJ./EZ Z2 

= L /;jr;u+ I) - l~(j- /) + II 
iJ.IEZ 

= L /;Ak-l~(j+i-k)+l(k_i) 
iJ.kEZ 

(4.9) 

= ) /;Aizfk (~)2k - I _ L (/;Aizfi) L (~)2k - 1 

iJ~Z Z2 i.jEZ kEZ Z2 

=!'(Z2'Z2)DOSJ(~) - ~ZI~ !'(ZI,Z2) b, ~z,8°(~)' 
Z2 2 JZ1 Z2 

(4.10) 

• 
Lemma 4.6: 

[Z+ (ZI)'Z_ (Z2)] = DOSJ(zl /z2) + (A. + ,u)(0)SJ(zl /z2)· 

Proof of Lemma 4.6: We have, using definition (3.7) 
and Lemmas 4.2 and 4.3, 

[Z+(ZI),Z_(Z2)] 

= E_ (ZI )E_ (Z2) -I [X+ (Zl),x- (Z2)] 

XE+(Zl)E+(Z2)-1 

= E_ (zl)E_ (Z2) -I [(A. + ,u)(Zl )SJ(zl /z2) 

+ DOSJ(zl /z2)c]E+ (zl)E+ (Z2) -I. (4.11 ) 

Next, using Lemmas 4.4 and 4.5 and formula (4.6) we find 

[Z+ (ZI)'Z_ (Z2)] 

= (A. + ,u)(Z2)SJ(~) + DOSJ(~)c - ~ZI ~ 
Z2 Z2 2 JZI 

X [E_ (zl)E+ (ZI) ]z, ~ z, 

Now 

1 J 
-zl-[E_(zl)E+(zl) ] 
2 JZI 

= {L (A. +,u) ( - k)r;k + (A. +,u) (k)zl- 2k} 
k>O 
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(4.12) 

using definition (3.5) and Lemma 4.2. Hence 

[Z+(ZI),Z_(Z2)] =DOSJ(zl /z2) + (A. +,u)(0)SJ(zl /z2). 
(4.14 ) 

• 
We continue the proof of Theorem 4.1. Using the expan-

sion (3.11) we find from lemma 4.6: 

L ZI-(2k+l)Z2-(2/-1)[Z+(k),Z_(/)] 
k.IEZ 

= L r;n-IZ2- (2n-1)(n + (A. + ,u)(0»). 
nEZ 

Hence 

(4.15 ) 

( 4.16) 

Now one easily checks that (A. +,u) (0) is a central element 
and since V m is irreducible (A. +,u )(0) acts as the constant 
m [see Eqs. (2.4) and (2.5)]. This proves the theorem. • 

v. REALIZATION OF Vm 

On an exterior algebra A(vj ) with generators Vj we de
fine operators of interior and exterior multiplication by 

€(V j )V4,!\Vi, !\''':=vj!\vio!\vj, !\ .... 

These operators satisfy 

[i(vj),€(vj )] + =8ij' 

[i(vj),i(vj )] + = [€(Vj),€(vj )] + =0. 

(5.1) 

(5.2) 

The operators Z ± (k) with commutators described by 
Theorem 4.1 act on the exterior algebras 

= A(v l ,wl ,V3,W3,· .. ,V -2m-I ,W -2m-I''''), m <0, 
(5.3 ) 

by operators 

Z + ( k) = i ( V2k + I ), 

Z_( - k) = (m - k)€(V2k + I)' k>O, 
(5.4 ) 

Z_ (k) = i(W2k _ 1 ), 

Z+ ( - k) = (m + k)€(f1J2k _ 1)' k> 1. 

Noting that the q dimension of Am is precisely the q dimen
sion (3.3) of the vacuum space nVm we find that we can 
realize V m as 

(5.5) 

We will refer to the right-hand side of Eq. (5.5) as super 
Fock space. The action of ~/I on super Fock space can now 
explicitly be described: 
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a 
A(k) = -, A( - k) = kxw aX2k 

a 
Jl(k) = -, Jl( - k) = - kY2k' 

aY2k 

X± (z) =E_(z)±'E+(z)±'Z± (z) 

Introduce Schur functions Pk (x) by the generating function: 

(5.6) exp L xjr
j = L Pk (x)r k

• (5.7) 
i>0 k>O 

Then we have 

= L Pk ( - t)rk L PI(r)z-21 L Z ± (n)z- (2n± 1) = L( L Pk+ 1+ n ( - t)PI(r)Z ± (n)z- (2s± I»), 
k>O 1>0 nEZ SEZ nEZ,I,k> 0, 

1+ n- k~s 

where 

Pk(t) =pd=F(A+Jl)(t)/t). 

Hence 

(5.9) 

Using the formulas of Ref. lone can also explicitly describe 
the action of the complete superalgebra a 00 I 00 on super Fock 

815 J. Math. Phys., Vol. 30, No.4, April 1989 

(5.8) 

I 
space in terms of multiplication and differentiation opera-
tions with respect to the even and odd variables Xi>Yi>Vj'W j ' 

We leave this to the reader. 

IV. O. Kac and J. w. van de Leur, Ann. Inst. Fourier 37,99 (1987). 
20. Oolitzin, "Representations of affine superalgebras," Ph.D. thesis, Yale 
University, 1985. 

3J. Lepowsky and R. L. Wilson, Invent. Math. 15, 199 (1984). 
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Different regularization schemes based on the heat-kernel method using as samples the chiral 
Schwinger model and the Thirring model are discussed. As it happens with non-Abelian 
anomalies, it is shown that different physical contexts require different specifications of the 
fermionic generating functional. Also discussed is the introduction of an arbitrary parameter 
through the regularization and how this affects the resulting quantum theory. 

I. INTRODUCTION 

Quantization of gauge theories with Weyl fermions has 
recently received a lot of attention, particularly after the re
sults of Jackiw and Rajaraman I on the consistency of the 
chiral Schwinger model and those of Faddeev and Shatash
vili2 on the modification of the canonical quantization by 
addition of new degrees of freedom through a Wess-Zumino 
action. 

Prompted by these important developments, many in
vestigations3- 11 analyzed the possibility of quantization of 
anomalous theories, usually considered as inconsistent
nonunitary and nonrenormalizable-if cancellation of 
anomalies was not carefully contrived. 

Analysis of potentially anomalous theories requires the 
development of regularization procedures that take into ac
count the peculiarities of chiral fermions. In the path-inte
gral approach, where most of the above mentioned advances 
were made, calculation of anomalies depends on a precise 
understanding of the functional integration measure and on 
how it changes under the original classical symmetry of the 
theory.12.13 In this approach one defines a Jacobian J asso
ciated to this symmetry transformation (known as the Fu
jikawa Jacobian 12) as a ratio of fermion determinants. If this 
Jacobian is not trivial, the associated Noether current is 
anomalous. 

The crucial point is that each determinant appearing in 
J needs a regularization (for example, for Dirac or Weyl 
fermions the Dirac operators appearing in J are unbounded 
and hence determinants are ill-defined quantities). 

Typically, one regulates Jby inserting exp( - R 1M2) 
(Refs. 12 and 13) with R some positive definite operator 
called the regularization operator (RO); then one performs 
all computations keeping M2 fixed and finally one takes the 
limit M 2 --+ 00 at the end of the calculation. This method is 
usually known as the heat-kernel method. It is important to 
note that the choice ofRO determines whether the Jacobian 
is trivial or not. 

If one has more than one classical symmetry it may hap
pen that the measure and the RO cannot be made invariant 
under all of them. It is then a matter of physical prejudice as 
to which symmetries one maintains at the quantum level and 
which symmetry becomes anomalous. Alternatively, it may 
happen that there is no choice of RO respecting the original 
symmetry of the theory (this last case corresponds to the 

case of chiral models). In any case, anomalies arise. 
For gauge theories with Dirac fermions, the fermionic 

Lagrangian dictates the choice of RO. Indeed, taking 
R = D 2 (Refs. 12 and 13), with D = i~ + gA, the (Hermi
tian) Dirac operator appearing in the Lagrangian, gauge in
variance, the fundamental symmetry to be preserved, is en
sured. With this choice classical chiral symmetry is 
sacrificed at the quantum level. The resulting anomaly in the 
axial current obtained using the heat-kernel approach, coin
cides with the perturbative results 14 as well as with the ones 
obtained using the ;-function method. (In fact, for Hermi
tian D one can show the equivalence between the heat-kernel 
method and ;-function method. 13) 

If A" does not represent a gauge field (for example, 
when it is introduced as an auxiliary field in purely fermionic 
models like the Thirring model) then it is not compulsory to 
make the choice R = D 2. More general RO can in fact be 
introduced IS and in this form more general results obtained 
(as it happens in the Thirring model case, when a one-pa
rameter family of solutions is known to exist I6

). 

Gauge theories with Weyl fermions are another exam
ple in which regularization ambiguities arise. This is due to 
the following peculiarities of chiral models. 17.18 

Primum: The Dirac operator appearing in the Lagran
gian, D = DO - Ys)/2 (we take left-handed fermions for 
definiteness), does not define an eigenvalue problem (it 
maps negative chirality spinors into positive chirality ones). 

Secundum: A modified Dirac operator D, constructed 
by addition of a free right-handed sector so as to define an 
eigenvalue problem, is neither gauge-covariant nor Hermi
tian. Either analytic continuation of D (Ref. 18) or use of 
R = (DD + + D + D)/2 (Ref. 10) breaks gauge invariance 
at the quantum level. 

Tertium: A family of RO depending on certain param
eters are in fact admissible. 19-26 This leads to regularization 
ambiguities that can be exploited to render the quantum the
ory consistent (at least in two space-time dimensions, as first 
shown in Ref. 1). 

We address these regularization problems in the present 
work using the chiral-Schwinger model (CSM) and the 
Thirring model (TM) as examples. Solutions of these two
dimensional models are known and hence their path-integral 
treatment can be used to get insight into the more general 
problem of regulating Jacobians and fermion determinants. 

The paper is organized as follows. In Sec. II, after briefly 
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defining the models (II A) we discuss the change in the fer
monic measure under chiral and gauge transformations 
(Sec. II B). We then discuss the regularization dependence 
of J acobians and fermion determinants for the CSM and TM 
in Sec. II C. 

From these results we evaluate in Sec. III fermion cur
rents, anomalies, and current~urrent commutators show
ing how different regularization schemes affect the results. 
We give in Sec. IVa summary of our results and conclusions 
leaving for an Appendix details of the calculations. 

II. FERMION DETERMINANTS USING DIFFERENT 
REGULARIZATIONS 

A. The models 

We shall consider two two-dimensional fermionic mod
els where regularization ambiguities may arise: the Thirring 
model and the chiral Schwinger model. The first one is de
fined by the (Euclidean) Lagrangian 

51' = ¢i it/! - (gZ /2) (iff'I" t/!) 2. (2.1) 

Our conventions for matrices are 

YI"Yv + YVYI" = 20l"v' 

Ys = iYoYI' 

COl = -CIO= 1. 

The generating functional for this model is 

,q TM [SI"] = J ~¢ ~t/! exp( - J d 2x(5I' + ¢$t/!»), 

where SI" (x) is an external source. 
Using the identity27 

exp( ~ J (¢YI" t/!)2 d 2X) 

(2.2) 

= J ~AI" exp( - J[ ~ A! + g¢At/!]d
2
x), (2.3) 

the generating functional can be rewritten in the form 

,q TM [SI"] = J ~¢ ~t/! ~AI" exp( - J BA! 

(2.4 ) 

with 

1> [A ] = ill + gA. (2.5) 

Note that the auxiliary field AI" represents two degrees of 
freedom:' due to the presence of the A! term in (2.4), no 
gauge fixing has to be implemented. Then, when regulariz
ing the fermionic path integral (Le., the fermionic determi
nant), gauge invariance cannot be invoked to select the regu
lator. 

A similar situation arises in the quantization of the 
chiral Schwinger model. I Indeed, the fermionic Lagrangian 
for this gauge theory coupled to left-handed fermions is 

5I'CSM =¢Ull +gA)((1-Ys)/2)t/!=¢D[A ]t/!. (2.6) 

,q CSM = J ~ ¢ ~ t/! exp( - J 51' CSM d 2X) 

~ det DCSM [A ]. (2.7) 

Now, since the Dirac operator for chiral fermions 
(DCSM [A ]) maps negative chirality spinors into positive 
chirality ones, it does not define a correct eigenvalue prob
lem. Usually one overcomes this difficulty by introducing 
right-handed free fermions, 17,18 

D [A] = DCSM [A] + ill ((1 + Ys)/2) 

= ill + gA ((1 - Ys)121 (2.8) 

and defining 

detDcsM [A] = det D [A] I Reg' (2.9) 

We have indicated with the sUbscript "Reg" that some 
regularization has to be adopted since D[A] is an unbound
ed operator. Now, the addition of right-handed fermions 
(which can be justified by several arguments 17

) solves the 
chirality-flip problem but introduces an ambiguity. Indeed, 
D[A] is not a covariant derivative and hence there is no 
reason to expect 

det D [A ] I Reg = det D [A g] I Reg 

with A! the gauge transformed of AI"' As in the Thirring 
model case, there is then no reason to use a gauge-invariant 
regularization prescription. 

B. Jacobians 

For notation brevity we shall call D[A] either D[A] 
defined in (2.5) for the Thirring model or D [A ], defined in 
(2.8) for the chiral Schwinger model. 

We shall evaluate the change in the fermionic determi
nant (i.e., the Fujikawa Jacobian 12) associated with the fol
lowing change of variables: 

t/! = u,t/!', ¢ = ¢'u, . (2.10) 

For the Thirring model u, and U, are given by 
[y,t/>(x) + i1/(x»), u, =e , 

- [y,t/>(x) - i1/(x»), u, =e , 
(2.11 ) 

with TJ (if;) a scalar (pseudoscalar) field and t a real param
eter. 

For the CSM, since the fermions are left-handed, trans
formation2

-
11 can be simplified to lO 

u, = exp[ + ((1 - Ys )/2)(if; - iTJ)t] , 

U, = exp[ - ((1 + Ys )/2)(if; - il7)t] . 
(2.12) 

Transformations (2.10) and (2.12) are chosen so that 
for t = 1 the corresponding Lagrangians become free. In
deed, if we relate if; and TJ to the vector field AI" through the 
identity 

AI" = -(lIg)(EI"v avif;- al"TJ) , (2.13) 

then, under transformations (2.10)-(2.12) the fermion La
grangians become 

(2.14 ) 

The fermionic part of the generating functional reads with 
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D, = D [(1 - t)A ] (2.15 ) 

and hence for t = lone has DI = ill. 
The Fujikawa Jacobian J(t) associated with transfor

mations (2.10)-(2.12) relates the determinants of operators 
D,[A]andD[A] 

det D [A ] = J(t)det D, [A ] . (2.16) 

Since both determinants require a regularization, the 
result for J(t) necessarily depends on this regularization. 
Here J(t) can be evaluated from the following differential 
equation l3 [derived from (2.16)]: 

- !!....logJ(t) = !!....log detD, I =w'(t) (2.17) 
dt dt Reg 

[a regularization is understood in (2.17) ]. 
In particular, the fermion determinant in the Ihs of 

(2.16) can be evaluated from the knowledge of J ( 1), 

det D [A ] = J(1 )detill , (2.18) 

with 

J(I) = exp( - f w'(t)dt). 

We evaluate w'(t) using 

. tr log D ,- ID,+ A, 
w'(t) = lIm ------

A'-O t::.t 

For the TM (D, = D,) one obtains 

(2.19) 

(2.20) 

WTM (t) = tr D ,- 1 [ (Ys tP - hOD, + D, (Ys tP + i17)] . 

(2.21 ) 

Analogously, for the CSM (D, = D,) one has 

W~SM (t) = tr[ D ,- 1 (D,( (1 - Ys )/2)(tP - i17) 

- ((1 + Ys )/2)(tP - i17)D,)] . (2.22) 

As we stated above, w'(t) needs a regularization that 
can in principle destroy the cyclic property of the trace as 
first observed in Ref. 25. This is a very important point: if the 
cyclic property is assumed, (2.21) and (2.22) simplify to 

WTM = 2 tr YstP, (2.23) 

W~SM =trYs(tP-i17). (2.24) 

We shall discuss this point in more details below. 

c. Regularization dependence of Jacobians and 
determinants 

For gauge invariant theories, the regularization pre
scription is chosen so as to respect gauge invariance. One can 
prove that the ;-function method, the heat-kernel one [with 
exp ( - D :1 M 2) as regulator], etc., lead to the same gauge
invariant answer for the fermionic determinant. Moreover, 
the cyclic property of the trace holds. (This can be seen very 
simply in the heat-kernel approach, since [exp( - D :IM 2

), 

D,] =0.) 
We then have, for gauge-invariant models, for a trans

formation like (2.10),13 

w'(t)= lim 2trYstPe-RIM'= 
M2 ...... oo 

d d; I ---(s,D,) , 
dt ds s~o 

(2.25) 
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provided the regulating operator (RO) R in the heat-kernel 
approach coincides with D,. As we stated above gauge invar
iance cannot be invoked in regularizing the Thirring or the 
CS models. Then, there is no particular reason to use the;
function method or the heat-kernel one with R = D,. In fact, 
more general prescriptions (compatible with Lorentz invar
iance) can be implemented and we address this point now. 

We consider here the heat-kernel approach (for the ;
function method, see Ref. 24). We shall use as regulating 
operator the fOllowing oneI9-23: 

R = [D n 2 = [ill + g(1 - t)A + + ag(1 - t)A _ ] 2, 

(2.26) 

with 

A ± = A ((1 + Ys )/2) . (2.27) 

In (2.25) a is a parameter related to the one introduced 
by Jackiw and Rajaraman l to take care of regularization 
ambiguities in the CSM. In the present analysis, its presence 
gives different weights to the A + and A _ components which, 
for the TM and the CSM correspond to independent degrees 
of freedom. Another way of understanding the presence of 
this undetermined parameter is the following. In computing 
log det (ill + + gA + ) [log det (ill _ + gA _ )] one gets in 
principle a result F[A +] (F[A _]) depending only on A + 
(A_). The complete determinant F[A Il ] = det(ill + gA) 
including both right-handed and left-handed parts has nec
essarily an arbitrariness 

(2.28) 

The arbitrary constant can be fixed only on gauge-invar
iance grounds. One can easily obtain a relation like (2.28) 
using D ~ as RO. 19.23 

Now, since D ~ is not Hermitian, two possibilities arise 
when using the heat-kernel approach in order to have a posi
tive definite R (Refs. 13,28, and 29). 

Analytic continuation Ys -iys in RA = D~' (2.29a) 

or 

RB = (D~D~+ + D~+ D~)/2 . (2.29b) 

The alternative (2.29a) has been shown 13 to lead to the same 
result as the; function (which is defined even if D is not 
Hermitian). The alternative (2.29b) was proposed by Fu
jikawa29 in his analysis of covariant and consistent anoma
lies. 

Now, in both cases, 

[e - RIM';D, ] 1=0, 

and then, the regulated forms of (2.21) and (2.22) and 
(2.23) and (2.24) are not the same. This can be interpreted 
as if the cyclic property oftraces in (2.21) and (2.22) does 
not hold.2s We shall examine each possibility separately. 

(I) One starts from (2.23) and (2.24) (Regl) obtained 
using cyclic property of the trace. Inserting the RO one gets 

, () I I' 2 ,/, - RIM' W TM t Reg! = !m tr Ys ",e , 
M -00 

(2.30) 

, () I I' (,/,' ) _RIM' 
WCSM t Reg! = 1m tr Ys '" - 117 e . 

M2_oo 
(2.31) 
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(II) One starts from (2.21) and (2.22) (Regll), getting 

WiM (t) I RegII = lim tr D ,- t [ (rs tP - i1] )D, 
M2_00 

+ D, (rs tP + i1])] e - RIM' , (2.32) 

W CSM (t) I RegII = l~m tr D ,-t[D,( 1 - rs )(tP - i1]) 
M -00 2 

-C ~ rs )(tP - i1])D, ]e- RIM' . 

(2.33) 

We shall consider the two above-mentioned choices for 
R, namely, 

RA =D:, 

RB = (D,D ,+ + D / D, )/2 . 
(2.34) 

We have evaluated WiM (t) and W CSM (t) using regular
ization RegI and Regll, and regulating operator R A and R B' 

We denote these choices in the form RegIA, RegIB, etc. 
Details of the calculations are given in the Appendix. The 
answer is 

WiM I RegIA = (1 - t) [;1T (1 + a) I tPEpv apAv d 2x 

+ 2~ g(a -1) I tPap AI' d
2x] , 

WiM I RegIB = (1 - t)L( 1 + a) I tPEpv ap Av d 2x, 
21T 

WiM I RegIIA = 0 - t) [~I tPEpv apAv d 2X + L(a - 1) 
1T 21T 

X f tP ap Av (i8pv + Epv)d 2X] , 

WiM I RegIIB = (1 - t)L( 1 + a) f tPEpv ap Av d 2X , 
21T 

WCSM I RegIA 

= (1- t)[ ;1T f (tP - i1])Epv ap Av d 2x 

+ ~: (a - 1) f (tP - i1])apAv (8pv - iEpv)d 2X] , 

W CSM I RegIB = 0 - t)L(1 + a) 
21T 

xI (tP - i1])Epv ap Av d 2x, 

W CSM I RegIIA = (1 - t)L( 1 + a) 
41T 

xI (tP - i1])ap Av(Epv - i8pv )d 2x, 

W CSM I RegIIB = (1 - t)L(1 + a) 
41T 

X f (tP - i1])ap Av(Epv - i8pv )d 2x. 

(2.35 ) 
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We shall see in the next section how all these regulariza
tion-dependent results for w' affect the anomaly in fermion 
currents, current-current commutators, etc. Note that for 
a = 1 R A and R B coincide and w' I RegA = w' I RegB as can be 
seen from (2.35). 

Fermion determinants can be very easily obtained from 
(2.18)-(2.19) and (2.35). We list the results: For the TM 
we have 

log det[i~ -: gAl 
,~ RegIA 

= _1_(1 + a) f d 2x tPDtP 
41T 

+ -'-' (a - 1) I d 2x tPD1], 
41T 

(2.36a) 

IOgdet[i~ ~gA] =_1_0 +a) fd2XtPGp, (2.36b) 
, RegIB 41T 

log det[i~ + gAl 
i~ RegIIA 

=_1_0 +a)fd2xtPDtP 
41T 

+-'-' (a-1)fd2xtPD1], 
41T 

IOgdet[i~ ~gA] =_1_(1 +a) fd2XtPGp. 
, RegIIB 41T 

For the CSM 

log det[i~ + gA (.1 - rs )/2)] 
,~ RegIA 

(2.36c) 

(2.36d) 

=-1-Id 2X[(1 +a)tPDtP+ (a-1)1]D1]-2i1]Gp) , 
81T 

IOgdet[i~ +gA(.1- rs )/2)] 
,~ RegIB 

= _1_ I d 2X[ 0 + a)tPGp - iO + a)1]Gp] , 
81T 

log det[i~ + gA (.1 - rs )/2)] 
,/J RegIIA 

= 0 + a) f d 2x[tPGp -1]D1] - 2i1]Gp] , 
81T 

log det[i~ + gA (.1 - rs )/2)] 
,/J RegIIB 

(2.37a) 

(2.37b) 

(2.37c) 

(2.37d) 

Some comments are in order at this point. For the CSM, 
(2.36a) reproduces the usual result obtained following dif
ferent approaches. t ,6.7,IO,t9--24 Indeed, using the identities 

apAp = (1/g)D1] , 

EpvapAv = (1/g)Gp , 

Eq. (2.37a) can be rewritten as 
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I [
i/} + gA ((1 - Y5 )/2)] og det --=--...:....--...;....:...-....:. 

i/} RegIA 

= L f d 2X Ait (81ta - i€lta )aaO - laf3 (8f3v + i€f3v)A v 
81T 

(2.39) 

This is, use of the heat-kernel method with exp ( - /J ~2 1 
M2) as regulator and use of the cyclic property of the trace 
before regularization leads to the result first discussed by 
Jackiw and Rajaraman. 1 The heat-kernel method with 
(DD + + D + D)/2 as RO does not lead to (2.39). This dif
ference in the results according to whether one uses R A or 
RBis not surprising. As it has been discussed in detail by 
Fujikawa29

•
3o for non-Abelian anomalies, the choice of R A 

or R B leads to two different forms of the anomaly, namely, 
the consistent and covariant forms. The same difference oc
curs using the stochastic quantization method that is lmalo
gous to the heat-kernel method either with R A or R B (Ref. 
36). 

It is interesting to note that the extended version of the 
;-function approach presented in Ref. 24 so as to include an 
a dependence also leads to (2.39). 

Introduction of the RO before employing the cyclic 
property of the trace yields a different result for the determi
nant 

log det[i/} + gA (.1 - Y5 )/2)] 
I/} RegII 

ex: f d 2x Ait (81ta - i€lta )aaO - Iaf3 (8f3v + i€f3v )Av . 

(2.40) 

Note that the addition oflog det(i/) + gA _) given by (2.39) 
and the corresponding result for log det (i/) + gA + ) leads to 
the Dirac fermion determinant (2.36a) which for a = 1 co
incides with the well-known gauge invariant Schwinger 
model determinant. 

Concerning the Dirac fermion determinant evaluated 
for the Thirring model, note that for a = 1 (Le., R = R A = 
R B = i/) + gA). [R,D] = 0, hence the four results coincide 
giving the Schwinger model determinant. 

As we mentioned above, it is well known that different 
RO's lead to different forms of the non-Abelian anomaly. 
However, physical consequences of these different forms 
may be identical. In particular, the anomaly cancellation 
conditions are the same for the covariant and consistent 
anomalies. 31 We shall discuss this aspect of our results in the 
next section. 

III. ANOMALIES AND CURRENT -CURRENT 
COMMUTATORS 

From the generating functionals (2.4) and (2.6) we can 
easily find the vacuum expectation value of fermionic cur
rents: 

™ (.) 1 8f£ ™ I -J It = lit (x) TM = ---;:;;;--- 8S It = (tPrlt t/I) , 
.;z TM (x) S"=o 

(3.1) 
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JCSM = ( . (x» = _1_ 8f£ CSM 

It lit CSM f£ CSM 8A It(x) 

(- (1 - Y5) ) =g t/lYIt -2- t/I . (3.2) 

[Note that in (3.2) the gauge field Ait is considered as a 
background and then it can be used to find JIt ; for the TM 
being Ait an auxiliary field, an external source Sit has to be 
introduced in order to compute currents. ] 

Current-current correlation functions are given by 

G!~(x,y) = (T{jIt(x)jv(Y»))TM 

--
82f£TM I 

f£ TM 8SIt (x) 8S V (y) S" = S'=o ' 

(3.3 ) 

G~~M(X,y) = \T{jlt (x)jv (y) )CSM 

82f£ CSM 
(3.4 ) 

f£ CSM 8A It(x) 8A Y(y) 

and then current-current commutators can be evaluated 
from (3.3) and (3.4) by means of the Bjorken-Johnson
Low (BJL) limit. 32

•
33 

We start with the CSM currents. Relation (3.2) can be 
rewritten in the form 

8 
J CSM = --log detD [A] , 

It 8A It 
(3.5) 

and hence the results given in (2.37) for the CSM determi
nant, written in terms of AJL can be used. For the regulariza
tion leading to the usual form of the fermion determinant 
[i.e., the regularization RegIA leading to (2.39)] we get 

J~SM = (gI41T) 

X [(8Itv - i€lty)av(t/J + iTO] - (gZ/41T)aAJL ' 

(3.6) 

and hence 

aJ;SM = (gZ/41T) [( 1 - a)aJLAJL + i€ltvalt Av] . 

From this well-known result one infers that the theory is 
anomalous whatever the value of a is chosen. As proved by 
Jackiw and Rajaraman, I the effective action for Ait resulting 
from the addition of the fermion determinant (2.39) and the 
!F~v terms defines a sensible unitary Lorentz invariant theo
ry provided a> 1 with a massive gauge meson (with mass 
gZ [a2 1 (a - 1) ] and massless excitations). It is important to 
stress at this point that any of the three other regularizations 
lead to this result, I confirmed by many other investiga
tions. 19-24 

Concerning the other regularizations for the CSM, use 
of R B instead to R A leads to 

J~SM I ReglB = (gZ/81T) (I + a)€JLVAy (3.7) 

and 

aItJ~SM I RegIB = (gZ/81T) (1 + a)€lty alt Av , (3.8) 

which coincides with (3.6) only for a = I. Neither this re
sult nor those arising from the Type II regularization, 

Jit I RegII =/(a)(AIt +€JLyA y) , (3.9) 

[with / (a) = (gZ 141T) (I + a) for types A, B of RO] lead 
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to the results obtained by many authors using different ap
proaches and reproduced by type IA regularization. 

Current-current commutators for the CSM are, as it is 
well known,34 anomalous (in particular [jo,jo] cr. ~'). Only 
if gauge degrees of freedom are incorporated as dynamical 
ones as proposed in Refs. 2-5 one gets [jo,jo] = 0 as proved 
in Ref. 35. 

Concerning the TM we shall compute current-current 
commutators in order to compare the results obtained using 
different regularization with the well-known Klaiber re
suIts. 16 

As we stated above we use the BJL method32.33 that 
starts from the identity 

(3.10) 

and using Eq. (3.3) for evaluating G !~. If we write the fer
mion determinants listed in (2.36) in the form: 

[ i~ +gA] ~ f 2 log det i~ = - 2;; d x AI'Dl'vAv , (3.11 ) 

it is easy to see that 

(jl' (x)jv (y» = (1/~) [ - ~I'V~(x - y) + iiJ ;v l (x,y)] , 

(3.12 ) 

where 

(3.13 ) 

Only 0- 1 terms in iiJ IW contribute to the c-+O limit in 
( 3. 10 ). Indeed being 

0;;, 1= (l/21T)log,ulx - yl (3.14) 

it appears in GI'V (XI,XO;YI'YO + c) through a term G~v-l, 

G~:Icr. c(x i -YI) -+ ~'(XI -YI) (3.15) 
c+ (XI _YI)2 E-O 

responsible for a D' behavior in [jo,jl]' All other contribu
tions to GI'V vanish when computing the rhs in (3.10). 

It is important to stress that if one uses R B (either with 
RegI or ReglI) one then gets the same results obtained using 
the operator approach (see, for example, Ref. 16). In partic
ular [jO,jO]e.t. = 0 and 

[jo;jl ]e.t = (1/~)h(a)~'(x) , (3.16 ) 

with 

h {
( 1 + 1T/~a) - I, for RegIB, 

(a) = (3.17) 
(1 + 21T/~(l + a»)-I, for ReglIB. 

The a dependence of the coefficient corresponds to the exis
tence of a one-parameter family of solutions in the TM. As 
stated by Klaiber, this corresponds to an undetermination of 
the coupling constant in the sense that any value can be pro
duced with an appropriate current definition (or equivalent
ly with an appropriate value of the regularization parameter 
a). 

Concerning regularization A it leads to an anomalous 
result for [jo,jo]' 

821 J. Math. Phys., Vol. 30, No.4, April 1989 

(3.18 ) 

Only for a = 1, this choice leads to a sensible result. 

IV. SUMMARY AND CONCLUSIONS 

We have studied regularization ambiguities in fermionic 
theories using the path-integral approach. We have chosen 
as samples the Thirring model and the chiral Schwinger 
model, two well-known, two-dimensional theories in which 
gauge invariance cannot be used as a guiding principle when 
selecting a regularization prescription. 

We have employed a heat-kernel regularization, which 
consists of inserting exp( - R 1M2) in ill-defined quantities 
(traces, fermionic Jacobians, etc.) with R some positive defi
nite operator. 

While in gauge-invariant theories identification of R 
with a square of the covariant derivative leads to gauge in
variant and unique results (for fermion determinants, chiral 
anomalies, etc.) in the present models there is a wider choice 
of regulators, which yield a family of solutions depending 
(for the two-dimensional case) on an a priori arbitrary pa
rameter. 

A similar situation is encountered in the study of non
Abelian anomalies30.31.36: depending on the specification of 
the fermionic generating functional (i.e., the fermionic de
terminant) two different forms of Ward-Takahashi identi
ties can be obtained. The corresponding anomalies are 
known as covariant and consistent anomalies and both have 
important applications in different physical contexts (see, 
for example, the discussion in Ref. 30). It has been shown by 
Bardeen and Zumin031 that one can always pass from one 
form of the anomaly to the other one by changing the defini
tion of fermion currents and hence the anomaly cancellation 
conditions are the same for either form. 

Inspired in Fujikawa's discussion30 of these non-Abe
lian anomalies using the path integral framework, we have 
tested two forms for RO [Eqs. (2.l9a) and (2.19b)] (for 
non-Abelian anomalies R A leads to the covariant result and 
R B to the consistent one). Moreover, since neither R A nor 
R B commute with the Dirac operator appearing in the La
grangian, regularization is not fully specified until one de
cides the step at which the RO is inserted in ill-defined func
tional traces. Different choices lead to the nonequivalent ex
pressions (2.30) and (2.31) and (2.32) and (2.33). 

We can conclude that, as it happens for non-Abelian 
anomalies, different physical contexts require different 
choices of regularization when studying chiral models or 
purely fermionic models (like the Thirring model). For the 
chiral Schwinger model, analytic continuation of the (ori
ginally non-Hermitian) Dirac operator and insertion of the 
RO after having used the cyclic property of the (ill-defined) 
trace leads to the definition of a consistent unitary, Lorentz 
invariant theory, as first discovered in Ref. 1 using a different 
approach. This result cannot be obtained if one adopts the 
other regularization schemes we have described. 

For the Thirring model, a pure fermionic theory where 
AI' is an auxiliary field, insertion of the RO before cyclic 
property of the trace is used, leads to a sensible answer (for 
R B ) coinciding with Klaiber operator result. 16 
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In both cases there remains an ambiguity related to an 
undetermined parameter (a) introduced through the RD. 
For the CSM this leads to a whole family of consistent solu
tions provided a> 1 (the resulting theory consists of massless 
excitations plus a massive particle with mass (gZ/41T) [a21 
(a - 1)] and hence unitarity requires a > 1). 

For the Thirring model the existence of a one-parameter 
family of solutions was already known from the operator 
analysis described in Ref. 16. 

We then conclude that the physical situation must be 
carefully analyzed in order to select a regularization pre
scription. Moreover, ambiguities arising in this process of 
regularization can be utilized in order to define a physically 
sound theory. Although our discussion corresponds to the 
(simpler) two-dimensional world, we think that our conclu
sions also hold in other space-time dimensions. Indeed, dif
ferent specification of fermion determinants and anomalies 
are also encountered in four-dimensional non-Abelian mod
els, in gravitational theories in 4k + 2 dimensions, etc. In 
this context, it may be worth while to investigate the intro
duction of arbitrary parameters that can be used to define 
consistent quantum theories from potentially anomalous 
ones. We hope to address this point in a future work. 
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APPENDIX: DETAILS ON THE CALCULATION OF 
FERMION DETERMINANTS 

In Sec. II C we obtained for the Jacobian associated to 
the fermionic change of variables (2.10)-(2.12) the result: 

J = exp( - f £iJ'(t)dt) , (AI) 

where £iJ' (t) takes different forms depending on which regu
larization is used. 

In the first method we used (RegI) we inserted RO after 
using the cyclic property of the trace and in 

'()I l' 2 A.-RIM2 
£iJTM t RegJ = !m tr Ys."e , 

M -00 

(A2) 
£iJ~SM (t) I RegJ = lim tr Ys (¢J - irJ)e - R 1M2. 

M2_ 00 

In the second method (RegII) the cyclic property of the 
trace was not used. We then obtained 

£iJTM (t) I RegII 

= lim tr D ,-I [(Ys¢J - irJ)D, 
M2_oo 

+D,(Ys¢J+irJ)]e-RIM2, 

£iJ~SM (t) I RegII 

= lim trD,-I[D,((1-Ys)/2)(¢J-irJ) 
M2_ 00 

- ((1 + Ys )/2)(¢J - irJ)D, ]e- RIM2 . 
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(A3) 

In this Appendix we give some details on the calculation 
of £iJ'(t) leading to the results listed in Eqs. (2.35) and 
(2.36). 

We begin with evaluation of £iJTM (t) I RegJ • Introducing a 
representation of {j function we have 

£iJTM (t) I RegJ = lim tr _2_ 
M2_00 (21T)2 
Y-X 

f 2 2 'k _D21M2 'k 
X d xd ke' Ye ' Ys¢J(x)e-' x 

and then 

£iJTM (t) I RegJ = lim tr.22. f ¢J (x) dx 
M2_oo 2r 
X f d 2ke-(D,+1<)2IM2. 

(A4) 

(A5) 

Expanding the exponential and making the change of 
variables k = Mp, it is easy to see that only the M -2 term in 
the expansion will contribute in the limit M2. 

Then 

Performing the Gaussian integral and using the corre
sponding RO we finally obtain the result given in (2.35a). 

Concerning RegIB note that although R B cannot be 
written as the square of some operator, one can show the fact 
that calculations are equivalent to those performed with an 
RB = ~;, with 

~, = i~ + g((1 + a)/2)A, . (A7) 

Now let us consider the second method (RegII). In this 
case we have 

£iJTM (t) I RegII 

= lim trD,-I[(Ys¢J-irJ)D, 
M2_00 

(AS) 

The trace in (AS) implies one has to consider lim D ,- I 
X-Y 

(x,y). It is this divergent contribution that is the new ingre-
dient in RegII that leads to a different result compared with 
Reg!. 

Inserting 

D ,-I(X,y) = e[Y,t/>(X) + i7}(x)](1 - ') 

XG
o 

(x,y)e[Y,t/>(Y) -i7}(y)](l- t) 

with Go, the free fermion Green's function, 

Go (x) = (i/21T)(Yl"xl"lx2) 

in (AS) one gets 

£iJTM (t) I RegH = lim fd 2X d 2k _1_ tr 
M2_oo 21T 

(A9) 

(AlO) 

X [:2 i~(ys¢J + irJ) ]rik(X-Y). (All) 

D. Cabra and F. A. Schaposnik 822 



                                                                                                                                    

Now, following the same steps for the Reg! case we get 
Eqs. (2.36). 
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The Skyrme model is generalized to higher-dimensional Riemannian manifolds and the 
geometric conditions under which homothetic maps are absolute or local minimizers of the 
model are obtained. 

I. INTRODUCTION 

In the classical Skyrme model I the field configurations 
of baryons are minimizers among maps p: R3 ...... SU (2), with 
a nontrivial "degree" of an energy functional E( p) obtained 
by adding a higher-order nonlinear term to the g-model 
functional; the degree of the minimizers is recognized as the 
baryon number of the baryons. This model lacks an exact 
analytic solution and mathematical existence results ap
peared only very recently. 2 (In Ref. 3 a family of extremals 
of the Skyrme energy are found under the radial ansatz.) 
However, on the other hand, since the model is only an ap
proximation to the real world, it seems promising to have the 
model modified in various ways. It is not difficult to show 
that if p is a well-behaved finite energy field configuration, it 
must approach a constant matrix at infinity. Hence, intu
itively, the space R3 in the Skyrme model can be topological
ly compactified to S 3 and one might as well study the modi
fied model for field configurations p:S 3 ...... SU (2)( = S 3) 
with the correspondingly corrected energy functional. For 
this reason, Manton and Ruback4 established a compact ver
sion of the Skyrme model through the introduction of the 
energy 

E(p) = fM Og{O'I(g-lp*h) +O'2(g-lp*h)}, 

where (M,g) and (N,h) are compact orientable three-di
mensional Riemannian manifolds without boundary, 
PEC 00 (M,N),p*h!s the pullback of the metric h under p, Og 
denotes the canonical volume element of (M,g) and O'i (A) 
are coefficients of the characteristic polynomial of the n X n 
matrix A determined by the formula 

n 

det(A -AI) = L (_A)n-iO'i(A). 
i=O 

In the classical limit, M = S3, N = S3( = SU(2»), Manton 
and Ruback4 showed that up to isometries the identity map 
is the unique absolute minimizer of F among maps with non
trivial degrees; they conjectured further that this is true for 
the model M = (1/7')S3 (the standard sphere of radius 1/7") 

for 7"> I, N = S3, but not true for T < 1. 
In the recent independent studies ofLoss5 and Manton,6 

it was shown that for maps p:M ...... N with degree k (in Ref. 6, 
k = 1) between three-dimensional Riemannian manifolds, 

E( p»3IMI (1l2 + 1l4) (1) 

provided thatll3= Ik liN 111M 1>1. Moreover, if (M,g) and 
(N,h) are homothetic,7 i.e., there is a diffeomorphism 
t/I:M ...... N such that t/I* h = rg for some constant r > 0, then 
the lower bound estimate ( 1) for k = 1 is uniquely saturated 

(up to isometries) by the homothetic map t/J provided that 
r> 1. In particular, the first part of the conjecture of Manton 
and Ruback4 was proved. Loss5 and Manton6 also showed 
that t/J is a local stable minimizer if r > !, but it may fail to be 
so for r <!. This picture confirms very well the opinion of 
Manton and Ruback4 that the mathematical elegance of 
Skyrme's original formulation becomes clear if one allows 
the possibility that space is curved and that the skyrmion 
energy is a nice measure of the size and shape of space; the 
new version of the Skyrme model may be relevant to the 
quark confinement problem. 

It appears that a higher-dimensional Skyrme model 
for field configurations p:(M,g) ...... (N,h) with dim 
M = dim N = n>3 should be established through the intro
duction of the energy 

E(p) = fM Og{O'I(g-lp*h) +O'n_ 1 (g-Ip*h)}. (2) 

Physically, this is a modified O'-model suitable for higher
dimensional target space; mathematically, in this model the 
energy contains the interesting term yielding harmonic 
maps. 7.8 Our study below will follow the main line of LOSs5. 

II. GENERALIZED SKYRME MODEL AND ENERGY 
BOUND ESTIMATES 

We assume throughout this paper that (M,g) and (N,h) 
are n-dimensional compact orientable Riemannian mani
folds without boundary. For smooth maps p:M-+N we 
might as well consider a more general model defined by the 
energy 

Em(p) = fM Og{O'm(g-lp*h) +O'n_m(g-Ip*h)}, 

where 2.;;;2m < n. (The equality 2m = n will trivialize the 
model; see Sec. IV.) 

We denote by C ~ the usual binomial coefficients, with 
the convention 

C k = n! 
n k!(n - k)! ' 

k = 1, ... ,n - 1, 

C~ =C~ = I, C~ =Oforotherk. 

Lemma 2.1: Suppose A is an n X n semi positive definite 
symmetric matrix. Then 

k C·-I/C' 
O'k(A»Cn[O'n(A)] n-I n, k=l, ... ,n-l; 

the equality holds if and only if A is a scalar matrix. 
Proof Let det(A - AI) = (AI - A)'" (An - A); then 

Aj>O and 
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(7k (A) = ') An, .. 'Ank . 
{n, ..... nkrt: {I ..... n} 

From the arithmetic mean-geometric mean inequality we 
have 

the equality holds if and only if Al = ... = An' 
For a finite set S, let #S denote the number of points of 

S. Let Rp be the set of regular values of p:M - Nand 

kp ==inf{#p-I(q) IqER p}' 

We shall use the notation 

1M I = vol(M) == fM Og, IN I = vol(N) == L 0h' 

Lemma 2.2: 

fM Og(7!:,2(g-lp*h»kp IN I· 

Proof Take qERp' Let VCN be an open set such that 
¢: V _Rn is a positively oriented chart, with 
¢(y) = (yl, ... ,yn) for yeV. Then 

(¢-I)*Oh = (det(hij»)1/2 dyl/\ .. ·/\dyn. 

Assume qe V and V is sufficiently small such that 
p-I( V) = u'{'~; ~ areopeninM;p:~- V is a diffeomor
phism; and Ui n ~ = 0, ii=j. We suppose, also, that ~ is 
sufficiently small so that we can choose a positively oriented 
chart 'h:~ _Rn to make 

(lh- I) *(7~12(g-lp*h)Og = sgn( pll'J) (¢-I) *Oh' 

wheresgn(plu) = + I (respectively, -I) ifp is orienta-
J 

tion preserving (respectively, reversing) on ~. Consequent-
ly, 

fl'J (7~/2(g-lp*h)Og 

= { ("'j-I)*(7~12(g-lp*h)Og 
J",jCuj ) 

= 1 sgn(pll'J)(¢-I)*Oh 
sgn( pi u}<P( V) 

= i (¢-I)*Oh = ( °h' 
<P( V) Jv 

Therefore, 

{ (7~/2(g-lp*h)Og = m { Oh>kp ( 0h' 
Jp-'(V) Jv Jv 

(3) 

Given E> 0, there exist the above chosen ~ eN, 
j = 1, ... ,1, so that Vi n ~ = 0 and 

O<INI- LJ~IVj Oh <E. 

But P - I ( v,. ) np - I (V) = 0, i i= j, so 

825 

fM (7~/2(g-lp*h)Og>jtl i-,(Vj) (7~/2(g-lp*h)Og 

>kp jtl fVj Oh >kp (IN I - E). 

The lemma is proved. 
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Lemma 2.3: If p:M - N is a k-fold covering, then 

fM (7~/2(g-lp*h)Og =kINI· 

Proof Given E> 0, choose a finite open covering 
{~I j = I, ... ,!} of N such that 

O<jtl fVj Oh - IN I < E, 

p-I(~) = u;= 1 Uij; uijn Ulj = 0, ii=i';p:Uij- ~ is a dif
feomorphism; i = I, ... ,k,j = 1, ... ,/; and on every Uij or ~ 
there is defined a positively oriented chart. Since 
{Uij Ii = I, ... ,k,j = 1, ... ,1} is a covering of M, we have from 
(3) that 

fM (7~/2 (g- Ip* h) Og 

< itl jtl {lj (7!:'2 (g- Ip* h) Og 

= itljtl fVj Oh <k(INI + E). 

The desired equality follows from Lemma 2.2 and the 
above inequality. 

We can now state the main result of this section. 
Theorem 2.4: For p:M-N, kp>k>l, 

p== (k IN 111M I) lin, and 2m < n, we have 

(i) 

(ii) 

Em (p»2kC::'IN I, if P < 1. 

In the case of (i), equality holds if and only if p is a k-fold 
covering satisfyingp*h = p2g. 

Proof From Lemma 2.1 we have 

(7m (g-Ip*h) >C::'[ (7n (g-Ip*h) (::'-'-:-IIIC::' 

and 

(7n _ m (g-Ip*h) >C~ - m [(7n (g-lp*h) (~= i-lIC~- m 

= C::'[(7n(g-lp*h)(::'-IIC::'. 

Thus 

Em (p»C::'(A + B), (4) 

where 

A== fM Og [(7n (g-Ip*h) (::'-'-:-i IC ::', 

B== fM Og [(7n (g-Ip*h) (::'_IIC::'. 

Using the formula C::' _ I + c::' ~ II = C::' we obtain, by 
Lemma 2.2 and the Schwarz inequality, 

k IN I <fM Og [(7n (g-Ip*h)] (c::'-.-:-i + C::'_I)12C::' <A 1/2B 1/2. 

(5) 

Moreover, sincep==(C::'_I/C::'~II) > 1, it yields, from the 
Holder inequality, 
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A «fM Og [Un (g-Ip*h)] (C;:''::-iIC;:')PYIPIM IlIq 

= 1M I IIqB liP. (6) 

Combining (4)-(6) we obtain, by setting a=A/IMI and 
P=B 11M I, the inequality 

Em (p»IM IC:;' min{(a + P) lap> J.L 2n,aP<p} 

= IMIC:;' min{a + max( J.L 2nla,aP)} 

= 1M IC:;' min{f(a) la>O}, 

where 

{
a + aP a>ao="2nl(P+ I), 

f(a) =' r-
a + J.L 2nla, a <ao. 

From this we easily conclude that 

. {fi()1 O} {f(ao) =J.L
2m

+J.L
2
(n-m), 

mm a a> = n 
f( J.Ln) = 2J.L, J.L < 1. 

For p:M ..... N, with kp >k, if the equality in case (i) in 
Theorem 2.4 holds, then from Lemma 2.1 and the Schwarz 
inequality we reach (in local coordinates) g-Ip*h = rl for 
some real constant T. Hence r = J.L2. Now p*h = J.L2g, 
p:M ..... N must be a local diffeomorphism and consequently, 
by the compactness of M, a covering map. From Lemma 2.2, 
p:M ..... N must be a k-fold covering. 

Sufficiency is similarly proved by using Lemma 2.3. 
Corollary 2.5; For p:M ..... N, let k = deg( p) and assume 

J.L= (Ik liN 111M I> lin> 1. Then Em (p) >C:;'IM I ( J.L2m 
+ J.L2( n - m) ); equality holds if and only if p is a k-fold cover

ing which is orientation preserving or reversing and satisfies 
p"'h = J.L2g. 

Proof: The result follows from Theorem 2.4 and 

kp>lkl· 
We shall call a smooth map ¢:(M,g) ..... (N,h) k-homo-

thetic if ¢ is a k-fold covering map and ¢* h = rg for some 
constant T. One-homothetic maps are conventionally called 
homothetic. 

From Corollary 2.5 and the argument given in Ref. 5 the 
following result is immediate. 

Corollary 2. 6; Let ¢: (M,g) ..... (N,h) be homothetic, with 
p"'h = rg. If r> 1, then up to isometries ¢ is the unique 
minimizer of Em among all maps p of nontrivial degrees, 
and, hence, 

min{Em (p) Ip:M ..... N,deg( p) =l0} 

='Em(¢) =C:;'IMI(rm+?(n-m». 

Topology can often be used as a criterion for establish
ing some physically interesting nonexistence results. 

For example, if N is simply connected then (M,g) and 
(N,h) can never be k-homothetic for k> 1 since for a cover
ing map p:M ..... N there is an induced surjection 
1TI(N,q) ..... p-I(q) for every qEN. Moreover, if Mis simply 
connected, up to isometries there can only exist, at most, one 
k-homotheticmap (M,g) ..... (N,g) for k = 1,2, ... because any 
two covering maps M ..... N must be equivalent. In particular, 
we can conclude that the energy lower bound obtained in 
Refs. 4 and 5 for the three-dimensional spherical Skyrme 
model can never be attained for Ik 1 > 1. 
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III. STABILITY ANALYSIS OF THE HOMOTHETIC MAPS 

If ¢:(M,g) ..... (N,h) is homothetic, with ¢*h =?g and 
?> 1, then ¢ is an absolute minimizer among maps M ..... N 
with nontrivial degrees of the energy Em. It is not difficult to 
show that ¢ is always a critical point of Em whatever the 
value of? (see the computation below); hence it will be 
interesting to know whether or not ¢ can still be a stable local 
minimizer of Em for r < 1. For a three-dimensional model 
Loss5 and Manton6 have shown via the second-variation 
analysis that ¢ is no longer an absolute minimizer for? < ~, 
but that for r>! the second variation of the energy func
tional is positive, which reveals that in this geometric range ¢ 
is a stable local minimizer. Thus, the critical value of r for 
stability transition in the three-dimensional Skyrme model is 
~ = !. We believe this critical value can be reduced by mak
ing the space dimension larger . 

Let p:M ..... N be a smooth map. Then p = ¢oifJ, where 
ifJ = ¢-Iop. Hence 

Fm (ifJ)=E", (p) 

= fM Og{rmu",(g-lifJ"'g) 

Now the stability problem of ¢ is equivalent to the stability 
problem of ifJ = id:M ..... M. 

Let ifJ t:M ..... M be a flow generated by an arbitrary vector 
field X: M ..... TM. As usual, let X' x denote the Lie derivative 
with respect to X. Our computation below will follow a 
somewhat indirect path. 

In local coordinate representations, let ..1.1 (t), .. ·,A. n (t) 

be the eigenvalues of matrix g-lifJ~g at a fixed point xEM. 
Then 

Hence 

:t(Uk (g-lifJ~g»)lt~o 
= C~= UA.; (0) + ... +..1. ~(O») 

_ C k - I d ( (- I A.* ) ) 1 _ C k - I (- I U7 ) 
- n-I dt 0'1 g 'f'tg t~O- n_IUI g .zxg 

because ..1.1 (0) = ... = A.n (0) = 1. 
Therefore, ifJ = id is always a critical point of F m , as can 

be seen from 

!!...F (A.)I = (?",cm-I +?(n-m)cn-m-I) dt m 'f't t~O n-I n-I 

X fM UI(g-lX'xg)Og 

X fM divg (X)Og = o. 

Furthermore, 
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:t22 (O"k(g-I¢~g»)I,=o 
= C~= l(A ;'(0) + ... + A ;(0») 

+ C~=~ C~=: (?A ;(O)A ;(0») 
'<J 

C k - I d
2 

( (-1",* »)1 = "-I dt 2 0"1 g 'I',g ,=0 

+~Ck-2 C k - I (cr.(g-l,2" g) 2 "-2 "-I I X 

- 0"1 ([g-l,2" xg] 2») 

and consequently, 

d 2 

dt 2 Fm (¢,) 1,=0 

=~(rmcm-2cm-l+r(n-m)cm C m ) 2 "-2 "-I n-2 n-I 

X fM flg {ui (g-l,2" xg) - 0"1 ([g-l,2" xg] 2)} 

+ (rm C':~II + r(n-m)C':_I) 

(7) 

One can derive from the semigroup property of the flow ¢, 
that 

.!!... r O"I(g-I¢~g)flg= r O"I(g-I¢~,2"xg)flg 
dtJM JM 

and thus 

= fM {0"1([g-l,2"xg]2) - ~ ui(g-l,2"xg)}flg. (8) 

Substituting (8) into (7) we obtain 

d 2 

dt 2 Fm (¢,) 1,=0 

= II (n,m,r) fM 0"1 (H 2)flg 

+ 12 (n,m,r) fM ui (g-l,2" xg)flg, 

where 

H=.g-l,2" xg - (lin )0"1 (g-l,2" xg)!, 

II(n,m,r) = rmC':~/(1 - !C':~21) 

+ r(n-m)C':_1 (1- !C':_2)' 

+ r(n-m) c m 
I (~-~+~(1-~) cm ) n- n 2 2 n n-2· 

Thus if II(n,m,r) >0 and 12(n,m,r) >0, we must have 
{d2Fm (¢,)ldt 2}1,=0>0; the equality holds if and only if 
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X:M -- TM is a Killing vector field. Therefore we can con
clude with the following theorem. 

Theorem 3.1: If rp:(M,g) -- (N,h) is a homothetic map 
with rp* h = rg and II (n,m, r), 12 (n,m, r) > 0, then rp is a sta
ble local minimizer of the energy functional Em in the sense 
that for any nonisometry flow ¢,: M--M, {d2Fm (¢,)I 
dt 2}1,=0 >0. 

Choosing m = 1 [model (2)] as an important example, 
we have 

II(n,l,r) =r+!r(n-\)(n-1)(4-n), 

12(n,1,r) = r( lin - !) 

+ r(n-I)(2!n + nl2 - 2)(n - 1). 

Accordingly, for n = 3 we have r>!, as was obtained 
by Loss5 and Manton6

; for n = 4 we have r4 >!, for n = 5 we 
have! > ~ > ti, and for n = 6 we have! > -,.s > to. In general 
we must require 

n-2 

(4 + n(n - 4»)(n - 1) 

2 < r(n - 2) < , n>5 
(n-1)(n-4) 

to ensure that II (n,l,r), 12(n,1,r) > O. 
In the parameter range 

2/(n - l)(n - 4) < r(n - 2) < 1, where n>5, (9) 

II <0, 12 >0. If there is a non-Killing vector field X:M -- TM 
so that 0"1 (g-l,2" xg) = 0 on M, then H #0; hence 
{d 2Fm(¢,)ldt 2}I,=0 <0 for the one-parameter flow 
¢,: M--M generated from X. Therefore, the homothetic 
map rp:M -- N is no longer a local minimizer for r in the range 
(9) when n>5. In general we have nothing conclusive about 
this range. 

IV. REMARKS 

(i) If n is even and 2m = n, let us consider another pos
sible Skyrme model: 

E( p) = fM O"m (g-Ip*h)flg, 

where p:M--N is smooth. 
Using Lemmas 2.1-2.3 and Theorem 2.4 we have 

E( p»C'{'m fM O"~;;(g-lp*h)flg>kpC'{'m INI; 

the equality holds if and only if p is a kp-homothetic map, 
with 

r = (kp IN 111M I> 11m. 

In particular there is no restnctlon on the range of 
kp IN 111M I. Consequently, the above model may be oflittle 
interest because not much geometry is captured. This exam
ple also shows that there is an effective compensation 
between the lower- and higher-order nonlinear terms 0" m and 
O"n_m; when m=n-m, some interesting geometric re
strictions will be absent. 

(ii) An analogous investigation can be made for the fol
lowing "full" Skyrme model: 
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E( p) = L Em i Um (g-lp*h)f1g , 

l<m<n-l M 

where p:(M,g) ..... (N,h) is smooth and Em> 0, 
m = 1,2, ... ,n - 1. 
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A rigorous approach is discussed for solving the two-dimensional Helmholtz equation in a 
multiply-connected domain consisting of a ring of N circles distributed symmetrically within a 
closed space. The outer boundary has been taken to be such that the system as a whole has N
fold rotational symmetry. The Dirichlet boundary condition has been satisfied exactly at the 
outer as well as at each of the inner edges, using the addition theorems for the cylindrical 
Bessel functions in conjugation with the Fourier expansions. Numerical results, showing 
spatial configurational interference, are presented for the lowest cutoff value of the symmetric 
mode as a function of separation between centers of two inner circles, in the case N = 2 with 
circular outer boundary. The application of the method to various problems of physics and 
engineering is enunciated. 

I. INTRODUCTION 

Singh and co-workers l
•
2 have obtained the solution of 

the two-dimensional Helmholtz equation 

[~ + 1. (i.) + 1.(~) + k 2
] "'(rO) = 0 (1) a? r ar ? ao 2 'f" , 

in a mathematically compact and computationally simple 
form for an eccentric annular circular region. The approach 
has been applied to study vibrations of membranes, 3 higher
order cutoff wavenumbers of TE and TM modes in electro
magnetic waveguides,4 and control rod problems in reactor 
physics.5 These applications encompass both the Dirichlet 
and the Neumann boundary conditions. The method has 
been further extended to deal with the polarization charac
teristics of eccentric-core circular optical fibers. 6 However, a 
number of systems of technological importance coming 
within the purview of the Helmholtz equation may have the 
cross-sectional view of multiply-connected regions. The 
present paper considers the generalization of the solution of 
Eq. (1) to such domains. 

Lin? presented an analytical scheme to calculate the ad
missible acoustic propagation modes of fluid in a circular 
duct containing an assembly of circular cylinders, as might 
occur in gas-cooled fast breeder reactors and advanced gas
cooled reactors. Murray8 has discussed a method for calcu
lating the effect of a number of control rods in thermal nu
clear reactors requiring large reactivity control. But our 
comments,3 where we have pointed out the errors in, and 
corrected the expressions of, works dealing with the vibra
tions of membranes,9 would also affect the expressions ob
tained in Refs. 7 and 8. 

Lamarsh 10 has done an approximate but analytical 
study of the effect of a ring of cylindrical control rods in bare 
cylindrical reactors. On the other hand, exact investigations 
by Saito and Nagaya II for thin plates with circular holes are 
limited to the infinite systems only. Yamashita et al. 12 have 
used the group-theoretic approach, as suggested by McI
saac,13 for processing the symmetry of multiple dielectric 

waveguides, combined with the point-matching procedure 
for analyzing the optical fibers with symmetrically distribut
ed multiple cores. Hence an exact analytical approach is 
needed for investigations of the systems characterized by 
finite domains of multiple connectivity. 

The central issue in obtaining a rigorous solution for the 
multicentered problems under consideration is the search 
for an approach which could be utilized to satisfy the bound
ary conditions at all the edges exactly. In order to achieve 
this, we exploit Graf's addition theorems 14 for the cylindri
cal Bessel functions together with the Fourier expansions. It 
seems pertinent to mention that in contrast to the views ex
pressed by Lin? as well as by Nagaya l5 (which were without 
any logical support), the use ofthe Fourier expansions is an 
exact method for satisfying the boundary conditions. 2 

Section II contains the detailed account of the solution. 
The numerical results, along with the discussions, are pre
sented in Sec. III. Finally, Sec. IV gives the concluding re
marks wherein the potentiality of our approach to various 
problems of physics and engineering are enumerated. 

II. SOLUTION 

Figure 1 shows the geometrical configurations dis
cussed in this paper. The system consists of N circles, each of 
radius a, whose centers lie along the circumference of a circle 

y 

FIG. 1. Multiply-connected 
domain with N·fold rotational 

X symmetry. 
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of radius d, enclosed concentrically within an N-sided regu
lar polygon. A special case would correspond to the situation 
when the outer boundary would degenerate into a circle of 
radius h. We take the x-axis to be along the line joining points 
o and 0 1, which are centers of the outer construction and 
one of the inner ones designated as circle 1, respectively. The 
centers of other inner circles, numbered 2,3, ... , in sequence 
moving along the anticlockwise direction, are distributed 
symmetrically about this axis. The quantity d defines the 
eccentricity ofthe problem, and the system as a whole has N
fold rotational symmetry. 

Let P be any point interior to the outer boundary but 
exterior to each ofthe inner ones. Figure 2 depicts the polar 
coordinates (r,O) and (r(,O() with respect to 0 and 0(, the 
latter point being the center of the lih circle. The separation 
between 0 1 and O( is given by d l ( = 2d sin !tP(, where 
tP( = 211'( ~ - 1)/ N is the angular separation of the ~th 
point from the x-axis. 

The solution ofEq. (1) with the origin at 0 is that corre
sponding to interior points of a simply connected domain as 
given by 

00 

tPo = L EmA"'/m (00 ) Jm (kr)sin(mO + (0 ), (2) 
m=O 

where A m is an unknown constant, J m (kr) is the Bessel 
function of the first kind, and 

(3) 

with Dm.o as the Kronecker delta function. 
The parameter 00 takes the values 0 and 11'/2 for the 

antisymmetric and the symmetric parts of the solutions, re
pectively. Moreover, we have introduced a function 

1m (00) = 1 - cos 008m.o, (4) 

which would be needed later on to take care of the fact that 
the summation over m starts from cos 00 , i.e., from 0 ( 1) in 
the symmetric (antisymmetric) case. 

On the other hand, the solution ofEq. (1), with respect 
to the origin at (r"O (') and satisfying the Dirichlet boundary 
condition along the corresponding circular edge, can be 
written in the form 

00 

tP(= L EmB"'/m(Oo)[Jm(kr(') 
m=O 

- Fm (ka) Ym (kr(')] sin(mO(, + (0 ), 
(5) 

where unknown constant Bm has been taken ~independent 

y 

830 

p 

)( 

FIG. 2. Polar coordinates of 
a point P located in the inter
spatial region of various 
boundaries. 
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due to symmetry consideration, Y m (kr 1') is the Bessel func
tion of the second kind, and we have written 

(6) 

On account of the linearity of Eq. (1), we invoke the 
principle of superposition to write the total solution as 

N 

tP= tPo(r,O) + L tPl'(r"O(,), (7) 
('=1 

The boundary conditions can be conveniently applied if 
tP given by the above equation can be expressed separately in 
terms of (r,O) and anyone of the set (rl"OI')' say (rl,Or). 
This can be achieved through simple coordinate transforma
tions. But then application of the boundary condition would 
not lead to appropriate eigenvalue equations for determining 
k and hence Am's and Bm's. Therefore, we firstly obtain the 
latter shift (of origins) using the addition theorems in the 
form given in Ref. 1. Equation (2) then becomes 

00 00 

tPo= L EmA"'/m(OO) L (-I)P+IJm+p(kd) 
m=O p=-oo 

(8) 

Further, we have in Fig. 2 0(' = PI' -1]" DI' = 11' 
-1]1' - 01, and 1](' =!( 11' - tPl'). Hence for the points l6 

where rl < dll' we employ the addition theorems to get, after 
manipulation, 

Zm (kr(')sin(mO(' + (0 ) 

00 

= (- l)m L Zm+p( kdll')Jp(krl ) 
p= - 00 

xsin{!(m + p)(11' + tPl') - (pOI - Oo)}, (9) 

with 2<J<N and Zm (x) representing either Jm (x) or 
Ym (x). 

We substitute Eqs. (5) and (8) in Eq. (7), and then use 
Eq. (9). We thus obtain an expression for tP involving solely 
the variables r l and 01, The use of the Dirichlet boundary 
condition, i.e., tP = 0 at r l = a for all values of 01, then yields, 
after some rearrangements, 

i: E"'/m(Oo) i: [Am( -1)p+IJm+p(kd) 
m=O p=-oo 

N 

Xsin(pOI - ( 0 ) + ( - l)mBm L {Jm+p(kd lf ) 

1'=2 

- Fm (ka) Ym +p (kdll') }sin{!(m + p)(11' + tP(') 

- (POI-Oo)}kp(ka) =0. (10) 

We multiply throughout this equation by sin (nO I - ( 0 ) 

and then integrate over 0 I in the range - 11' to 11'. We then use 
the orthogonality relations 17 

f:". sin (pOI ± Oo)sin(nOI ± Oo)dOI 

(11 ) 

where the same sign is to be taken in the arguments of both 
the sine functions at a time. 

We sum over p with the help of the Kronecker delta 
function and use the relation 
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(12) 

together with the fact that cos2 2(Jo = 1. We finally obtain a 
set of linear homogeneous equations, 

00 

L E"'/m «(Jo) [AmP mn + Bm Qmn] = 0, (13 ) 
m=O 

where 

Pmn = (_l)n+m[Jn_ m(kd) 

+ ( _l)m+ I cos 2(JoIn+m (kd)] (14) 

and 
N 

Qmn = L [Un_ m (kd l ,) 

,=2 

with 

Uq(x) = [Jq(x) -Fm(ka)Yq(x)]COS!q(1T+~,). (16) 

We now concentrate on the outer boundary. Ifit is not 
circular (but may be polygonal as shown in Fig. I), the use of 
the addition theorems at this stage would not give the solu
tion of the problem. Hence in order to develop a generalized 
approach which could be applicable to noncircular edges as 
well, we firstly Fourier expand Eq. (5) term-by-term in (J to 
obtain 

00 

X L E,)'q«(Jo)C~q sin(q(J+ (Jo), (17) 
q=O 

where the Fourier coefficients given by 

1 f1r C~q =-:;;: _)Jm(kr,) -Fm(ka)Ym(kr,)] 

X sin (m(J, + (Jo) sin (q(J + (Jo)d(J, (18) 

are functionals of r. 
With a view to express C ~q explicitly in terms of r, we 

now make use of the addition theorems and shift the origin to 
the point (r,(J). Since (J,=a,+u,+~,=a,+(J (Fig. 
2), we write 

Zm (kr,)sin(m(J, + (Jo) 
00 

L Zp (kr)Jp _ m (kd)sin{ (p(J + (Jo) 
p= - 00 

- (p - m)~,}, (19) 

for those points which satisfy the inequality l6 r> d. 
Substituting Eqs. (2) and (17) in Eq. (7), applying 

'" = 0 at the outer boundary with r = ro«(J), multiplying 
both sides of the resulting equation by sin(n(J + (Jo), and 
then integrating over (J in the range - 1T to 1T, we obtain 18 

00 

L E"'/m «(Jo) [AmRmn + BmSmn] = 0 (20) 
m=O 

with 

Xsin(m(J + (Jo)sin(n(J + (Jo)d(J (21) 
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and 

looN 
Smn = - L E,)'q «(JO) )' 

21T q = 0 t::"1 

X J~ 11' C ~q {ro( (J) }sin(q(J + (Jo)sin(n(J + (Jo)d(J. 

(22) 

The non triviality of solution of Eqs. (13) and (20) for 
unknown Am's and Bm's requires that 

det I ~ ~ I = 0, (23 ) 

where a quantity having the tilde represents the transpose of 
the corresponding matrix with the elements given by one of 
the Eqs. (14), (15), (21), and (22). 

We observe that the elements given by Eqs. (14) and 
( 15) are in closed analytical forms, whereas those in Eqs. 
(21) and (22) are to be evaluated numerically. We have the 
additional complication that C~q appearing in Eq. (22) in
volves numerical integration through Eq. (18), even after 
using Eq. (19), as the values of r for the points along the 
outer boundary are (J dependent. This is as far as we can go in 
a general way, i.e., for a polygonal outer boundary when the 
integrations can be broken into parts corresponding sepa
rately to each side of the polygon. 

Now let us consider the situation when the outer bound
ary would be circular, as one shown in Fig. 1. Then we will 
have r 0 = b for all values of (J, and hence using the orthogon
ality relation along with Eqs. (3) and (4), Eqs. (21) and 
(22) reduce, respectively, to 

Rmn =Jm(kb)8mn (1 +8m.o ) (24) 

and 
N 

Smn = L C~n (ro = b). (25) 
,=1 

We combine Eqs. (18) and (19), make use ofEq. (11), 
and then follow the same steps which have been mentioned 
before Eq. (13) for getting that equation. We then obtain 

C~n (ro = b) = [In (kb) - Fm (ka) Yn (kb)] 

X [In _ m (kd)cos(n - m)~, + ( - l)m + I 

xcos 2(JoIn + m (kd) cos(n + m)~,]. 
(26) 

Combining Eqs. (25) and (26), and then using the iden
tity given by Eq. (A4), we finally obtain 

Smn = N [In (kb) - Fm (ka) Yn (kb)] 

X [Wn_ m (kd) + ( - l)m+ I cos 2(JoWn +m (kd)], 
(27) 

where 
00 

Wq(kd) = Jq(kd) L 8q,PN' (28) 
p= - 00 

Each of m and n in the above equations takes integral 
values from cos (Jo to 00, the minimum value being dictated 
by the presence of the function 1m «(Jo) in Eqs. (13) and 
(20). We thus find that our basic solution [Eq. (23)] is in 
the form of a doubly infinite determinantal equation. The 
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zeros of this determinant would determine the eigenvalues, 
called the cutoffwavenumbers, ofa given physical problem. 
The values of Am's and Bm's and hence the eigenfunctions 
(i.e., modal functions) can then be evaluated using Eq. (7) 
together with Eqs. (2) and (5). The series in these latter two 
equations are to be truncated for computational purposes, 
giving finite determinant in Eq. (23). 

III. NUMERICAL RESULTS AND DISCUSSIONS 

We consider the symmetric mode with N = 2 corre
sponding to the configuration when a pair of identical circles 
would be located symmetrically within a circular region. 
Thus ¢! = 0 and ¢2 = 1T, and hence d12 = 2d. We also have 

Wn±m(kd) =In±m(kd)[1 + (_l)n+m]. (29) 

The expressions in Eqs. (14) and (24) remain as such 
but the expressions (15) and 27) now reduce to 

Qmn = (_l)n+m[Gmn (2kd) -Fm(ka){Yn_ m(2kd) 

+ (_1)m+lcos20oYn+m(2kd)}], 

Smn =2[Jn(kb) -Fm(ka)Yn+m(kb)] 

(30) 

X [1 + (_1)n+m]Gmn (kd), (31) 

where 

Gmn(x) =In_m(x) + (_l)m+lcos20oJn+m(x). (32) 

The lowest zero ko ofEq. (23) has been calculated as a 
function of eccentricity d using Eqs. (14), (24), (30), and 
(31) for the radii ratio 7J = a/ b = 0.01. Results normalized 
by taking the radius b of the outer circle equal unity are being 
depicted as the upper curve in Fig. 3. We also plot there the 
ko - d curve for N = 1 for the same value of 7J using the 
expressions taken from Ref. 1. 

We observe that for N = 2 the value of ko firstly in
creases, shows a maximum, and then decreases continuously 
as d increases. This behavior is in sharp contrast with that of 
the lower curve; in the latter case ko has its maximum value 
at d = 0 (concentric annular situation) and shows contin
uous decrease with increase in d. The peak in the former case 
is the effect of the spatial configurational interference in the 
solutions contributed by the diametrically opposite points 
and supports the qualitative nature of the approximate stud
ies done by Lamarsh 10 in the thermal nuclear reactors. 

o 
..>:: 

2.7 

2.6 

2.5 

832 

a b :0.01 

FIG. 3. The lowest cutoff val
ue leo of the symmetric mode 
as a function of eccentricity 
d. 
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Obviously we cannot put d = 0 directly in our expres
sions for checking the consistency of result in the limiting 
case. But we find that with N = 2 we have ko = 2.823 and 
2.406 for d = 0.01 and 0.99, respectively; the curve having a 
decreasing trend towards both ends. Hence it seems tempt
ing to compare these values with the results for concentric 
annulus (7J = 0.01) and simply connected circular domain. 
The latter set of values are 2.8009 and 2.4048, which corre
spond, respectively, to the lowest zeros of the functions 

[Jo(kb) Yo(ka) - Jo(ka) Yo(kb)] 

and Jo (kb). Thus our results are tending towards the correct 
limiting behavior. We have further observed in the course of 
our calculation that for N = 2 the lowest cutoff value con
verges at the third decimal place for 5 X 5 input matrices, i.e., 
for a lOX 10 determinant in Eq. (23). 

The restrictions imposed on the value of d for the gen
eral validity ofEqs. (9) and ( 19) require in our final analysis 
that a/2<.d<.b. In our calculation we have considered the 
range a <.d <. (b - a); the minimum and the maximum of the 
range correspond to the situations when the edges of the two 
inner circles would touch each other and the outer bound
ary, respectively. This is the range which covers most of the 
physical problems of interest and hence the restrictions un
der discussion do not undermine the applicability of our ap
proach. 

IV. CONCLUDING REMARKS 

We have obtained the solution of the two-dimentional 
Helmholtz equation in a multiply-connected region, satisfy
ing the Dirichlet boundary condition at each of the edges 
exactly. The elements of the singular matrix, arising in the 
course of our solution, have been obtained in closed analyti
cal form for the case when the outer boundary is circular. 
The convergence of the solution, while computing zeros, has 
been found to be quite fast. The method therefore offers a 
great potentiality for application to boundary-value prob
lems in many branches of applied sciences which we have 
come across in the Introduction. Some of the important 
problems corresponding to the case N = 2 are, e.g., TE and 
TM modes in shielded wire-pairs (bifilar lines), 19 character
istics of two-core optical fibers,20 so-called "shadowing" and 
"antishadowing" arising due to superposed effectiveness of a 
pair of control rods in thermal nuclear reactors,1O etc. 

It may also be noted that Qur solution is appropriate to a 
class of problems of even more general nature than discussed 
in this paper. We may take the outer boundary, consisting of 
M straight edges or arcs, with M / N an integer, such that the 
considered rotational symmetry is still preserved. Moreover, 
we conclude that the kind of results plotted in Fig. 3 for 
N = 2 should be observable in all boundary-value problems 
coming within the purview of the Helmholtz equation. 
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APPENDIX 

Let us consider the sum 
N 

S = L exp(in(,b,), (AI) 
,=1 

where (,b, = 21T(t'- l)/N. 
This geometric progression can easily be summed up to 

give 

(A2) 

The numerator of this expression is zero for each inte
gral value of n, whereas the denominator vanishes only if n/ 
N is an integer. In the latter case, the ratio in Eq. (A2) 
becomes indeterminate and has the value N. Hence we can 
write from Eq. (Al), 

N 

~1 sin(n(,b,) = 0 

and 
N 00 

L cos(n(,b,) = N L 8n,pN. 
,=1 p=-oo 
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It is shown that any model with the zero (generalized) Nijenhuis tensor, under some 
additional assumptions, will automatically satisfy the hierarchy equation with an infinite 
number of conserved quantities in involution. Especially, if there is a dual symplectic structure 
with zero Nijenhuis tensor, then there exist infinite numbers of Poisson brackets and of 
Lagrangians giving the same equation of motion. Toda lattice is one such example. 

I. INTRODUCTION 

There are many classical dynamical systems that are 
completely integrable. I

-
5 These are systems with a finite as 

well as infinite number of degrees of freedom, and these have 
been extensively studied by many authors. The integrability 
of such systems depends upon the existence of a sufficient 
number of conserved quantities that are in involution. One 
interesting subclass of such integrable models satisfies an 
additional property of having the so-called hierarchy equa
tions among these conserved quantities with dual Poisson 
bracket structures; examples are Toda lattice and KdV equa
tions. It has been known for some time6-14 that identical 
vanishing of the Nijenhuis tensor associated with the dual 
symplectic structure leads to the hierarchy equation and the 
involution property of the conserved quantities. This fact 
has been rediscovered in our recent papers15,16 (referred to 
as I and II, hereafter) but with additional information that 
the Toda lattice satisfies these conditions. The Toda lattice 
solution is so far the only nontrivial example of the dynami
cal system of finite degree that satisfies these conditions, al
though many infinite systems such as the KdV equation are 
known to obey them. Other finite integrable systems with 
such properties will be given in a subsequent paper. 

The purpose of this paper is to generalize and study the 
problem in more detail. First, in Sec. II, we will introduce a 
notion of the generalized Nijenhuis tensor and show that 
conditions stated above can be, in reality, considerably re
laxed. To obtain the hierarchy equation and the involution, 
it is really sufficient to assume a weaker ansatz of zero gener
alized Nijenhuis tensor (rather than vanishing Nijenhuis 
tensor itself) together with only one symplectic (instead of 
two) structure in theory. However, the stronger validity of 
the zero Nijenhuis tensor with dual symplectic structure is 
found to give physically (and perhaps mathematically) 
more interesting additional properties. For instance, the the
ory would then contain an infinite number of Poisson brack
ets as well as an infinite number of associated Lagrangians 
which describe, nevertheless, the same equation of motion. 
These facts will be shown in Sec. IV after some preliminary 
preparations in Sec. III, where some new identities involving 
Nijenhuis tensors are discussed. Section V is devoted to a 
study ofthe eigenvalue problem of a mixed tensor underly
ing our theory with the same weaker assumptions as in Sec. 
II, generalizing some earlier works. Finally, we will give a 
brief comment in Sec. VI on a possible connection between 

the present theory and the so-called P-matrix formalism of 
another important subclass of integrable models. 

Although almost all of the results to be presented in this 
paper would be valid (at least formally) for any system with 
infinite number offreedoms by replacing summations by in
tegrations, we restrict our discussion in this paper to cases of 
finite systems. Treatment of infinite systems requires subtle 
mathematical care for the convergence problem involving 
integrals. Also, some explicit solutions satisfying conditions 
of this paper will be presented in a subsequent paper. 

II. GENERALIZED NIJENHUIS TENSOR AND 
HIERARCHY EQUATION 

Let M be a differential manifold with finite dimension 
D. We assume that in any local coordinate frame with coor
dinate Xll (p = I ,2, ... ,D), there exists a mixed 1 - 1 tensor 
s; (p,v = 1,2 ... ,D). We construct the Nijenhuis tensor out 
of S; by 

N~v = - N~1l = S~ a a S~ - S~ a a S~ 

-S~ (aIlS~-avS~). (2.1) 

Here, the repeated greek indices will be understood to imply 
automatical summations on D values 1,2, ... ,D. The coordi
nate-free definition of the Nijenhuis tensor will be given in 
Sec. III. A simple way of verifying the fact that N ~v is a 
genuine tensor under coordinate transformations is to intro
duce 17 an affine connection r~v in M with the covariant 
derivative 

(2.2) 

We now define the generalized Nijenhuis tensor N~v by 
- A -
N IlV = - N~1l = S~ S~a - S~ S~;a 

-S~ (S~1l -S~;v), (2.3) 

which clearly defines a genuine tensor under coordinate 
transformations. Moreover, from Eqs. (2.2) and (2.3), we 
find 

N~v = N~v + T~v S~ Scp + T~f3 S~ Se 

- T~a S~ S~ - T~v S~ S~, (2.4 ) 

where T~v is the torsion tensor 

T~v = - T~1l = r~v - r~1l (2.5) 

of the affine connection. Since the torsion tensor T~v be-
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haves covariantly l8 under coordinate transformations, Eq. 
(2.4) implies the same for N;v' 

Before going into further discussion, we will first define 
powers of S; inductively by 

(So); = 8; (n = 0), (2.6) 
(sn+ I); = S; (sn)~ (n;;o.O). 

Moreover, we note that both N;v and N;v are invariant 
under replacement 

S; --+ (S'); = S; + C8; 

for any constant C. Therefore, we assume the existence of the 
inverse tensor (S -I ); satisfying 

(S-I)A SV = 8v 

"A " 
(2.7) 

by considering (S'); instead of S; if necessary. Now, we 
define Kn for any integer n by 

Kn = (1/2n) Tr sn = (l/2n) (sn)~ (n#O), 

Ko = ~ log (det S) =! Tr(log S) (n = 0). 

(2.8a) 

(2.8b) 

Note the presence of a factor of! in Eqs. (2.8) in comparison 
to I and II. The reason we define Ko as in Eq. (2.8b) will 
become clear soon. From Eqs. (2.2) and (2.4), we calculate 

~(sn-I)~ N;v =! (sn-I)~ N;v =S; aAKn -a"Kn+ 1 

(2.9) 

for any integer n, provided that we define K n as in Eq. (2.8). 
Therefore, if we have N;v = 0 or N;v = 0, we have the de
sired hierarchy equation 

S; aAKn = a"Kn+ 1 (2.10) 

for any integer n. Repeating this, we obtain 

(S m); aAKn = a"Kn + m (2.11) 

further for any two integers nand m. A more careful inspec
tion shows the following generalization. Define a tensor 

M;v by 

M;v = S~ S~a - S~ S~" + A (S~ S;;a - S! S~;V) 
(2.12) 

for any function A = A(x). We also find 

(sn-I)v MA = (sn-I)v N A 
A "V A "V 

= 2{S; aAKn - a"Kn+ I}' 
which is independent of the function A(x). Therefore, we 
will have the same hierarchy equation (2.10) whenever we 
haveM;v = O. However, if we interchange the role ofJl and 
v, the condition is consistent only if we have either A = - 1 
or A = L Note that M;v is the same as N;v for A = - 1, 
while we find a symmetric tensor 

(2.13 ) 

for A = 1 in contrast to the antisymmetric tensor 
-A -A 
N "V = - N vI'" 

Summarizing, we have proved the following proposi-
tion. 

Proposition 1: Suppose that we have either N;v = 0 or 
- A - A , • 
N "V = 0 or M "V = O. Then, Kn s constructed m Eq. (2.8) 
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satisfy the hierachy equations (2.10) and (2.11 ) for any two 
integers nand m. 

Before proceeding further, the following remark is per
haps in order. 

Remark 1: The proposition has already been noted in 
the previous papers (I and II) as well as Ref. 14 for the case 
of N;v = O. The requirement N;v = 0 is weaker, however, 
since it demands only 

N;v = T~a S~ S~ + T~v S~ S~ 
- T~v S! Scp - T!f3 S~ Se (2.14 ) 

for any tensor T;v satisfying T;v = - T~". Also, we note 
that we have N;v = 0 identically if S; = f(x) 8; for arbi
trary functionf(x). However, this case is rather trivial since 
Kn (n#O) is a constant multiple of (K1)n and Ko =! 
D log K 1 + const. 

An interesting case for physics occurs when the dimen
sion of M is even with 

D = 2N, (2.15) 

and M is moreover a symplectic manifold. 19-21 Let 

f= ~i,.v(x)dx" I\dxv, 

f"v = - fv", 

(2.16a) 

(2.16b) 

be the symplectic form with the inversef"v = - fV", so that 

i,.A pv = 8;. (2.17) 

Then, the condition df = 0 is equivalent to 

aA f"v + a" fVA + aVfA" = 0, (2.18 ) 

which, in turn, is equivalent to [see Eq. (4.15)] 

pa aa j"v + f"a aa r A + fva aa fA" = O. (2.19) 

Let h = h (x) and g = g(x) be two functions in M and define 
the Poisson bracket by 

{h,gh =f"v a"h avg. (2.20) 

It is known22,23 that the conditionsf"v = - f V" and (2.19) 
are equivalent to the validity of Jacobi identity 

(2.21a) 

among three functions hex), g(x), and k(x). 
Now, suppose that there exists another antisymmetric 

tensor F"v, i.e., 

F"v = - Fv", (2.22) 

such that S; has a form of 

S; =F""pv. (2.23 ) 

Then, it is easy to verify the validity of 

(sn)~ p" = _ (sn)~ pv = antisymmetric inJl+w 
(2.24) 

for any integer n. In that case, Eqs. (2.24) and (2.11) give 

f""aAKn+m = (sm)~pVavKn' 
so that we calculate 
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{Kn+ I,Km-1h =/,..v a,..Kn+1 avKm_ 1 

= - (SI)~/;,,"'altKn ayKm_ 1 

=jI-';..a,..Kn (SI)~ ayKm_ 1 

=jI-';..a,..Kn a;..Km 

= {Kn,Kmh, 

for any integer I, n, and m. Especially, choosing 1= m - n, 
this gives 

{Km,Knh = {Kn,Kmh= - {Km,Kn}o=O. 

Therefore, we have the following proposition as in (I) and 
(II). 

Proposition 2: Let S; have the form of Eq. (2.23) with 
the condition Eq. (2.22), satisfying the hierarchy equation 
(2.10). Then, for any two integer nand m, we have {Kn , 

Km}o = O. In other words, Kn's are in involution with re
spect to the Poisson bracket defined by Eq. (2.20). 

Remark 2: Ifwe have assumed the symmetric condition 

Fltv = Fv,.. (2.22') 

instead of the antisymmetric condition Eq. (2.22), then we 
can prove similarly {Kn, Km h = 0, provided that the differ
ence n - m is an even iriteger. Therefore for such a case, all 
Kn 's with even n only or with odd n are separately in involu
tion with each other. However, in Sec. V we will show that all 
Kn with odd n are identically zero. Then, the hierarchy 
equation (2.10) requires that a;.. K n = 0 also for even integer 
n. Therefore, this case is rather uninteresting. 

The next question we must ask is whether we could find 
a Lagrangian and Hamiltonian H such that K n are also con
served quantities of the Hamiltonian dynamics. The answer 
turns out to always be yes, if we use the linearized Hamil
ton's formulation of the Lagrangian mechanics. Since the 
two-form/is closed, there exists a function ()It (x) satisfying 

/,..v = alt()v - av(),.. (2.25) 

at least locally by Poincare's lemma. Moreover, for any fixed 
integer value p, we identify 

H=Kp, 

and consider Lagrangian 

L = (),.. (x)xP - H(x), 

(2.26) 

(2.27) 

which is linear in the time derivative xP. Now, the Euler
Lagrange equation of motion based upon this Lagrangian 
gives the Hamilton's equation of motion 

/ltvXv = a,..H = a,..Kp. 

Then, any function g = g(x) of xlt satisfies 

g = {g,Hh = {g,Kph· 

Especially, choosing g = K n , we find 

Kn = {Kn,Kph = 0, 

(2.28) 

(2.29) 

so that all Kn are constants of motion of the Hamiltonian 
and in involution with each other. Therefore, if we can find N 
algebraically independent conserved quantities among K n 's, 
then the system is completely integrable by Liouville's 
theorem.2o

,21 In summary, we conclude that, given tensor 
S; ofform Eqs. (2.23) withEq. (2.22) satisfying either N~y 
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= 0, or N ~y = 0 or M ~v = 0, there exists a Hamiltonian 
dynamical system with an infinite number of conserved 
quantities Kn in involution, satisfying the hierarchy equa
tion. 

Remark 3: In the previous paper (II), we have shown 
that the Toda lattice corresponds to the choice of p = 2 and 
N~v = O. Also, in Sec. V, we will show that the maximal 
number of algebraically independent components among 
K" 's is at most N, as it should be. 

According to the celebrated Darboux theorem, 19,20 

there exists a coordinte system in which the symplectic ten
sor/ltv is constant. We call it the canonical coordinate frame 
since Eq. (2.28) reproduces then the standard Hamilton's 
equation of motion. 

Ifwe assume moreover as in Sec. IV that the antisymme
tric tensor F,..v satisfies an additional symplectic condition 

ll.;..,..v (F) = a;..F,..v + a,..Fv;.. + avF;..,.. = 0, (2.30) 

we can say more. When we note the identity, 

(sn-I)~/ayll.,..y;" (F) 

= 2a,..Kn - 2a;.. (sn)~ + 2S~ ay (sn-I)~ 

+ (S")~/aP a,..FP - 2(S"-I)~ F,..p aal;"p, 

then the condition Eq. (2.30) implies the validity of 

a K =a (S");" -s;" a (S,,-I)v It" ;.. ,.. ,.. v ;.. (2.31 ) 

for any integer n in the canonical coordinate frame in which 
/ltV and hence/ltv are constants. From Eq. (2.31), we can 
conclude 

a;.. (S")~ = n a,..K,., (2.32) 

as follows. For n = 0, Eq. (2.32) is trivially satisfied since 
(SO)~ = 8~. Similarly, setting n = 1 in Eq. (2.31), we see 
the validity of Eq. (2.32) for n = 1. Now by induction to
gether with the hierarchy equation (2.10), we can prove the 
validity of Eq. (2.32) from Eq. (2.31). We note that Eq. 
(2.32) is rewritten as a conservation law 

a;.. {(S")~ -! 8~ Tr S"} = O. (2.33 ) 

Furthermore, set 

(V".m); = {nmK"Km + (n + m)Kn+ m} 8; 
- nKn (sm); - mKm (S");, (2.34) 

for any integer nand m. Then, it is easy to see that it satisfies 
also the conservation law 

(2.35) 

in the canonical coordinate frame. However, the physical or 
geometrical significance of these identities is at the moment 
obscure. 

In ending this section, we would like to make the follow
ing comments. First of all, we note that if S ;;;.. = 0 identical
ly, this leads to a trivial result that all K" 's are constants. 
This is due to the validity of the following identity: 

(S"-I)~ S;;;.. = 2 a;..Kn • 

Therefore, unless we are interested in trivial K" 's, we cannot 
impose the constraint S ;;;.. = O. Second, the hierarchy equa
tion is essentially unique in the following sense. Suppose that 
we have a modified hierarchy equation 
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S; a;.Kn = B ap.Kn+ 1 (2.36) 

for some function B = B(x). In Sec. V, we will present a 
plausibility argument that Eq. (2.36) will lead in general to 
physically uninteresting cases unless we have B(x) = 1 
identically. Then, we cannot have the validity of 

S; (S~);a =BS! (S~);p. (2.37) 

for B =1= 1 since this will give Eq. (2.36) automatically when 
we mUltiply (S n - I):t to both sides. The exception is the case 
of B = 1 with 

S; (S~) ;a = S! (S~);p.' (2.38) 

This equation may be of some interest since it gives 
N;v = M;v = 0 identically. Also, if we have 

S; (S~);a = ± S! (S; );v (2.39) 

instead ofEq. (2.38), we will obtain M;v = 0 for the plus 
sign and N;v = 0 for the negative sign. These possibilities 
will be studied elsewhere. 

III. NIJENHUIS TENSOR 

In the previous section, we have seen that a weaker con
dition N;v = 0 will be sufficient for the underlying dynami
cal system to be a candidate for complete integrability. How
ever, the stronger condition N;v = 0 is physically more 
interesting, as we will see in Sec. IV. Because ofthis, we will 
study some properties of the Nijenhuis tensor. It is often 
more convenient to use the coordinate-free formulation24

•
25 

as follows. Let T M be the tangent space of the manifold M. 
Let 

gl(TM): TM-TM (3.1) 

be a set consisting of all pointwise general linear transforma
tions of T M' In other words, SEgI ( T M ) satisfies 

S(gX+hY)=gSX+hSY (3.2) 

for any tangent vectors X, YET M and for any two functions 
g = g(x) and h = h(x) at any point xEM. For a given coor
dinate system, the components S; of S is defined by 

sap' = S; (x)av (3.3) 

for holonomic basis Xp. = ap.. 

by 

For S, TEgI( T M)' we define 

N=N(S,T): TMXTM-TM 

2N(S,TIX,Y) = (ST+ TS)[X,Y] 

+ [SX,TY] + [TX,SY] 
-S[TX,Y] -S[X,TY] 

(3.4) 

- T[SX,Y] - T[X,SY], (3.5) 

for any X,YETM' Clearly, N(S,TIX,Y) is symmetric in S 
and T but antisymmetric in X and Y, 

N(S,TIX,Y) =N(T,SIX,Y) = -N(S,TIY,x). (3.6) 

Moreover, it can be shown to be g linear in the sense that it 
satisfies 

N(S,TlgX,Y) =N(S,TIX,gY) =gN(S,TIX,Y) (3.7) 
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for any function g = g(x). The components of N(S,T) is 
defined now by 

N(S,Tlap.,av ) = N;v (S,T )a;., (3.8) 

which gives 

2N;v (S,T) = S; aa T~ - S~ aa T; 

-S! (ap. T~ -av T;) 

+ T; aa S~ - T~ aa S~ 

-T! (ap.s~-avS;). (3.9) 

Especially, if we set T = S, the expression for N;v (S,S) 
reproduces that ofEq. (2.1) of Sec. II. Further, the property 
given in Eq. (3.7) guarantees the covariant tensor character 
of N;v (S,T) under the general coordinate transformation. 

Now, as in Sec. II, we assume hereafter that the inverse 
S -I of S exists, by using S' = S + CI instead of S for a suit
able constant C if necessary. Here, IEgI(M) is the identity 
transformation and we note N(S',T) = N(S,T). We shall 
then first prove the following proposition. 

Proposition 3: Suppose that we have N(S,S) = O. Then, 
for any two integers nand m, we have also N(sn,sm) = O. 

The proof consists of studying the following four cases, 
separately; (i) n = 0, or m = 0, (ii) n> 1, m> 1, (iii) 
n<. - 1, m<. - 1, (iv) n> 1, and m<. - 1. The case (i) is 
trivial since So = 1. For the case (ii), we note the validity of 
the following identity: 

2N(sn,smIX,Y) 

= ± £ SI,+I,-2{N(S,Slsn-I'X,sm-l,y) 
1,=1/,=1 

(3.10) 

for n>1 and m> 1, which can be proved from Eq. (3.5). Case 
(iii) is reduced to case (ii) by considering S - I instead of S 
and noting another identity 

N(S-I,S -IIX,y) = S-IS -IN(S,S IS-lX,S -Iy). 

Finally, for the last case of (iv), we utilize 

N(sn,S -/IX,Y) 

=sn-W(S/,S/IS -IX,S -IY) 

-S -IN(Sn+/,S/IS -IX,S -IY) 

(3.11 ) 

(3.12) 

for any integer n and I, and reduce the problem to the pre
vious cases. This completes the proof of Proposition 3. 

We also note the validity of 

N(sn,sm+ IIX,Y) + N(sm,sn+ IIX,Y) 

= N(sn,smIX,sly) + N(sn,smISIX,y) 

+ smN(sn,S/IX,Y) 

+ snN(sm,S/IX,Y) (3.13) 

for any three integers n, m, and l. We could have also utilized 
this identity for the proof of Proposition 3. 

Remark 4: Actually, we can generalize Proposition 3 as 
follows. We first define N;v (S, T ) by replacing all ordinary 
derivatives in Eq. (3.9) by covariant derivatives as in Eq. 
(2.2). Similary, we can define M~v (S,T) by changing 
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some signs in_ N ~v (S, T ) ~s in Sec. iI. A basis-independent 
definition of N(S,T) andM(S,T) can also be given by rede
fining the commutor [X, Y] suitably. Then, we can prove 
that all relations discussed so far in this section hold valid 
also for N(S, T ) and M(S, T ), instead of N(S, T ). Especial
ly, we find that all of N;v (sn,sm) or M;v (sn,sm) are 
identically zero, provided that N~v (S,S) or M~v (S,S) 
vanishes, respectively. However, since this generalization 
does not appear to give any useful result in contrast to the 
case of N(S,T) in Sec. IV, we will not elaborate them here. 

Next, let L(X) = Lx be the Lie derivative25 with re
spect to a tangent vector X; its actions upon YET M and 
SEgI ( T M ) are defined by 

L(X) Y = [X,Y], 

(L(X)S)Y= [X,SY] -S[X,Y]. 

(3.14a) 

(3.14b) 

Then, it is not difficult to show the validity of 

L(X)N(S,T) = N(L(X)S,T) + N(S,L(X)T), (3.15) 

and 

N(S,S IX,Y) = (L(SX)S)Y - S(L(X)S)Y. ( 3.16) 

To be complete, we will prove the following proposition, 
which is essentially due to Filippo et al. 10 

Proposition 4: Suppose that we have a tangent vector Xo 
satisfying L(Xo)S = O. Then, we have 

L(Xo)N(S,S) = O. 

Moreover define Xn for any integer n by 

Xn = snxo, 

and assume that we have N(S,S) = 0 in addition to 
L(Xo)S = 0, then for any two integers nand m, we have 

(i) L(Xn )S = 0, 
(ii) sm[Xn'Y] = [Xn,smy] for any tangent vector 

Y, 
(iii) [Xn,Xm] = O. 
Now we will give the proof of the proposition. First of 

all, L(Xo)N(S,S) = 0 follows immediately from Eq. (3.15) 
if we have L(Xo)S = O. Now, suppose that we have 
N(S,S) =0, in addition. SettingX=Xn in Eq. (3.16), it 
gives then 

(L(Xn + 1 )S)Y - S(L(Xn )S)Y = O. 

By induction, this leads to L(Xn )S = 0 for both positive and 
negative values of n, starting with n = 0, or n = - 1. Next, 
we set X = Xn in Eq. (3.14) and note L(Xn )S = O. This 
immediately gives S[Xn, Y] = [Xn ,SY]. Repeating this, we 
find relation (ii). Then, we calculate 

[Xn,Xm] = [Xn,smxo] 

= sm[Xn,xO] = - sm[Xo,snxo] 

= - smsn[xo,Xo] = 0, 

which proves relation (iii). 

IV. THEORY WITH DUAL SYMPLECTIC STRUCTURE 

Let f'J.V = - IVI' be a fixed bivector field. For any two 
antisymmetric tensors Fl'v = - Fvl' and GI'V = - GVI" we 
define the third antisymmetric tensor (F' G) I'V by 
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(F'G)l'v = - (F'G)vl' = !{FI'JaPGpv - FvafaPGpl'}' 
(4.1 ) 

which is clearly commutative, i.e., 

(F'G)l'v = (G'F)l'v' (4.2) 

The product defines a nonassociative Jordan product26 

which is special. Moreover, we assume hereafter that 11'1' 
possesses the inversell'v = -11'1" 

I~A1' = 8; . (4.3) 

Then, the tensor 11'1' acts the role of the unit element of the 
Jordan product, since 

fF=F·I=F. (4.4) 

Hereafter, we assume also that FI'1' has its inverse 
FI'1' = _ F1'I', 

FI'AFA1' = 8; . 
Moreover, we define tensors F O and F -I by 

(Fo)I'1'=~v' (Fo)l'v=/I'v 

and 

(F- 1 )l'v =ll'aFaPlp1" 

(F -I )1'1' = Il'a Fap IP1'. 

(4.5) 

(4.6) 

(4.7a) 

(4.7b) 

We can now construct the nth power tensor (Fn)I'1" and 
(Fn)I'1' inductively as usual. Then, it is easy to verify the 
power associative law 

Fn'Fm=F n+ m, 

as well as 

(F n)I'A (Fn)A1' = 8;, 

(F - n) 1'1' = Il'a (Fn)aPlp1" 

(4.8) 

(4.9a) 

(4.9b) 

for any integers nand m. Note that the validity of the power
associative law [Eq. (4.8)] is of course a special case of a 
more general property26 of any Jordan algebra. 

Next, let Fl'v = - F1'I' and GI'1' = - GVI' be any two 
antisymmetric tensors. We set for later conveniences 

.:lAI'V(G) =aA.GI'V +aI'GVA + aV GAl' , (4.10) 

2[F IG ]AI'V = 2[ G IF ]A.I'V = FAa aaGl'v 

+ Fl'a aa GVA 

+ FYa aaGAI' + GAa aaFl'v + Gl'a aa FVA 

+ GvaaaFA.I', (4.11) 

both of which are totally antisymmetric in A, J.L, and v. Then, 
it is straightforward to find the following identity: 

2Fal'FpvFYA [FIG ]I'1'A. 

= - .:lapy (FGF) + G I'A{Fal' .:lAPY (F) 

+ FPI'.:lAya (F) + FYI'.:lAap(F)}, 

where we have set 

(FGF)I'1' = Fl'aGaPFp1" 

so that 

F'G = ~(FfG + GfF), 

and especially for G = J, this gives 
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F/F=F·F. ( 4.14') 

Especially, if we set Fl'v = Il'v and note!'1 = J, then it gives 
the relation 

(4.15 ) 

Sincell'v is actually arbitrary, this relation is also valid for 
replacing.t;,v by Fl'v, i.e., 

Fal'FpvFr). [F IF ]I'v). = t::.aPr (F). (4.16) 

Next, as in Sec. II we set 

S; =FI'J).v. 

Then we find 

(sn); = (Fn)I'J).v, 

(S -n); = (F-n)I'J).v=II').(Fn»).v. 

Moreover, the following identity can be verified: 

2N;v (S,n 

= 2F).t::.).l'v(F·G) 

+ F). laP {Fvpt::.l'a). (G) 

+ Gvpt::.l'a). (F) - FI'Pt::.va). (G) 

( 4.17) 

( 4.18a) 

(4.18b) 

- GI'Pt::. va). (F)} + (Fl'a Gvp + Gl'aFvp)[ II I raP 
(4.19) 

or 

2h-r N;v (S,T) 

= 2t::.).l'v (F' G) + s; t::.a).v (G) + T~ t::.a).v (F) 

- S~ t::.a).1' (G) - T~ t::.a).1' (F) 

+ (S~ T~ + T~ S~)t::.).ap(f), (4.19') 

where we have set 

T; = GI'J).v. 

Now, we assume hereafter that 

1= !/l'v dx I' 1\ dxv 

is a symplectic form, so that we have 

[/1f)).l'v=t::.).l'v(/) =0. 

( 4.20) 

(4.21 ) 

(4.22) 

Then, replacing Fl'v and GI'V in Eq. (4.19) by (Fn)l'v and 
(Fm) I'v' respectively, it gives 

+ (Fm)vpt::.l'a). (Fn) - (Fn)I'Pt::. va). (Fm) 

- ( Fm) I'pt::.va). (F n)}, (4.23) 

for any two integers nand m. Further, we assume hereafter 
that 

F = !FI'V dxl' 1\ dx v 

is also a symplectic form and hence 

[F IF ]).I'V = t::.).I'V (F) = O. 

Especially, Eq. (4.23) for n = m = 1 gives then 

N;v (S,S) =F).t::.).l'v(F·F). 
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(4.24) 

(4.25) 

(4.26) 

Finally, suppose that the Nijenhuis tensor N(S,S) is identi
cally zero also, i.e., 

N(S,S) = O. (4.27) 

In that case, Proposition 3 in Sec. III tells us that we have 
N(sn,sm) = 0 also for any integers nand m. Then, by in
duction on Eq. (4.23), we find t::.).I'V (Fn) = 0 for any non
negative integer n. Next, we will prove shortly that 
t::.).I'V (F -I) = O. Accepting this, Eq. (4.23) leads also to 
t::.).I'V (Fn) = 0 for any negative integers by induction, again. 
Now, we will proceed to its proof. Setting G = I in Eq. 
( 4.12) and noting Eqs. (4.14) and (4.26), we see first 
[/IF]l'v).= [FIf)l'v).=O if N~v (S,S) =0 and 
t::.).I'V (F) = O. Then, we make the following substitution 
G-F -I in Eq. (4.12) and note FGF -I FI = F -I because 
ofEq. (4.7). This gives the desired result t::.).I'V (F- 1) = 0 
when we use [/IF]l'v). = 0 and t::.).l'v(/) = O. Therefore, 
we have proved t::.).I'V (Fn) = 0 for any integer n. Finally, we 
substitute F_Fn and G_Fm in Eq. (4.12) to find 
[FnlFm]l'v). = O. Hence we have proved the following prop
osition. 

Proposition 5: Let us assume that both two-forms/and F 
are symplectic and that we have N(S,S) = 0 for the tensor S 
defined by Eq. (4.17). Then, we have 

t::.).l'v(Fn) = a). (Fn)I'V +al'(Fn)v). 

+ av(Fn»).1' = 0 

for any integer n. Moreover, we also find 

[FnlFm]).l'v = 0 

for any two integers nand m. 

( 4.28) 

(4.29) 

BecauseofEq. (4.28) orEq. (4.29) withn = m, we can 
construct an infinite series of Poisson brackets by 

(4.30) 

for any integer n. Especially for n = 0, and ± 1, this gives 

{g,h}o = jl'v al'g avh, (4.31a) 

{g,h}1 =FI'Val'gavh, (4.31b) 

{g,hL I = - Fl'vjl'a aagrp aph. (4.31c) 

Moreover, any Kn 's are also in involution with respect to any 
of these Poisson brackets. i.e .• 

{Kn.Km}p =0, (4.32) 

for all integers n, m, and p because we calculate 

{Kn.Km}p = {Kn_p,Kmh = 0 

by the hierarchy relation Eq. (2.11). Further, if we set 

n 

for arbitrary constants en, Eq. (4.29) gives 

[Q IQ ]).I'v = 0, 

so that the bracket 

{g,h} Q = QI'V al'g avh 

(4.33 ) 

(4.34) 

(4.35) 

defines a Lie algebra with {K n ,K m } Q = 0 again. This gener
alizes the result of earlier references for the case of 
Q I'V = Il'v + F I'V. If the inverse QI'V of Q I'V exists, then 
{ g,h} Q defines a Poisson bracket, of course. 
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We can improve on the result of Sec. II for existence of a 
Lagrangian in our cases as follows. In order to avoid possible 
confusion, we write the time variable t as tp for the Hamilto
nian H = Kp as in the KdV theory. Because of Eq. (4.28), 
the Poincare lemma assures existence off unctions 0 ~n) (x) 

such that 

(Fn) = a 0 (n) - a 0 (n) (4.36) 
JlV Jl v v J.l' 

at least locally. Now for a given integer value of p, we con
struct a infinite series of Lagrangians by 

L ~n) = 0 ~n) (x)xl' - Kn+p (x), 

xl'=~xl' 
dtp 

(4.37a) 

(4.37b) 

for n = 0, ± 1, ± 2, .... 
The Hamilton-Lagrange equation of motion based 

upon Eq. (4.37) is evidently 

(Fn)pAx" = al'Kp+ n' (4.38) 

However, because ofthe hierarchy relation Eq. (2.11) with 
Eq. (2.24), Eq. (4.38) is equivalent to a single equation 

fpAx" = al'Kp, (4.39) 

irrespective of the value of n. In other words, all Lagrangians 
L ~n) (n = 0, ± 1, ± 2, ... ) given by Eq. (4.37) are dynami
cally equivalent. Although existence, in principle, of infinite 
number of equivalent Lagrangians is known,23.27 it is in gen
eral not possible to construct them explicitly as here. More
over, our Lagrangians L ;,n) is associated with the Poisson 
bracket {g,h} n defined by Eq. (4.30). Further, let us set 

( 4.40) 
n 

for arbitrary constants bn • Then, by Proposition 5, we have 
11,,1''' (P) = 0 so that there exists functions 01' (x) satisfying 

PI''' =al'0" -a,,0l" (4.41) 

Now, the Lagrangian defined by 

Lp = 01' (x)xP - H (x), (4.42a) 

(4.42b) 
n 

gives an equation of motion compatible with Eq. (4.39). 
Especially, if the inverse P 1''' of PI''' exists, then L p is equiva
lent to Lagrangians L ~n) given by Eq. (4.37). Similarly, if 
the inverse QI''' of Q 1''' defined by Eq. (4.33) exists, we can 
construct another equivalent Lagrangian. 

Next, let us introduce tangent vectors by 

~=r~~~, (~~) 

for any integer n. In view of the hierarchy equation, we can 
rewrite it also as 

Xn =snxo = FI''' a"Kn + 1 al" (4.44) 

Since two forms f and F are symplectic, Eqs. (4.43) and 
(4.44) lead toL(Xn )f= L(Xn )F= 0 so that 

L(Xn )S = 0, (4.45) 

as in (II). Therefore, all results of Proposition 4 of Sec. III 
hold valid. Especially, we have 

[Xn,xm] = O. 
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However, as we will show in Sec. V, this relation can be 
really derived under assumptions much weaker than those 
assumed in this section. Also, Eq. (4.45) with n = p implies 
the validity of the Lax equation28 

~ S; = S; (Up) ~ - (Up); S ~ , 
dtp 

(Up); =al'(/""a"Kp)' 

(4.46a) 

(4.46b) 

as in (II), so that all Kn's are conserved quantities of the 
theory also from this. 

In ending this section, we would like to make the follow
ing remark. 

Remark 5: We introduce the antisymmetric tensor 
(Kn•m )I''' by 

(Kn.m )1''' = - (Km.n )1''' = al'Kn a"Km - a"Kn al'Km, 
( 4.47) 

for any two integers nand m. Then, the hierarchy relation 
together with {Kn ,Km h = 0 leads to 

F'·Kn.m = HKn+ I.m + Kn.m+ I)' 

K n•m ·KI•p = O. 

Together with 

Fn'Fm=Fn+m, 

( 4.48) 

(4.49) 

(4.50) 

these define the multiplication table of a special Jordan alge
bra which is not associative. Moreover, a set consisting of all 
Kn,m 's generates a nilpotent ideal of the algebra so that the 
Jordan algebra is not simple. 

Setting 

(Kn•m ); = (Kn•m )I'J"", (4.51) 

then we can show readily from Eqs. (4.19), (4.48), and 
(4.49) that we have 

N (S',Kn.m) = N (Kn.m,Kp.q) = O. (4.52) 

Next, for arbitrary constants an•m = - am•n , we define 

m.n 
It evidently satisfies 

11,,1''' (j) = O. 

(4.53 ) 

(4.54) 

Moreover, Eq. (4.49) can be used to show the invertibility of 
II''' with its inverse~" given by 

(4.55) 
n.m 

Therefore, 

1= !II''' dxP /\ dx" (4.56) 

defines another symplectic form, which we could use instead 
off 

V. GENERATING FUNCTION AND EIGENVALUES OF S 

In this section, we assume only the minimum conditions 
specified in Sec. II, i.e., the validity of the hierarchy equation 

(S n); a"Km = altKn + m' (5.1 ) 

and a particular form Eq. (2.23), i.e., 

S; = FI''' f"", (5.2) 
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for antisymmetric tensors Fp.v = - Fvp. and symplectic fp.v. 
However, we need not assume the two-form F to be symplec
tic. Now, Eq. (5.1) is rewritten as 

(5.3 ) 

Let Z be a complex variable, and define a generating function 
oc 

¢p(x,z) = L Kn+p(x)zn, (5.4) 
n=Q 

which will define an analytic function of z as will be shown 
shortly. Then, it is easy to see the validity of 

~¢p(X,Z) =S; (x) ~¢P_\ (x,z), (5.5) 
ax I' axv 

which is essentially equivalent to the hierarchy equation 
(5.1). Moreover, if we introduce the Lagrangian L as in Eq. 
(2.24) or L ~o) as in Eq. (4.35), and write the time variable 
explicitly as tp , then we have 

x I' = ~x I' = (Fp.). - z/").) ~ ¢p+ \ (x,z). (5.6) 
dtp ax). 

After these preparations, let us now discuss eigenvalues 
of S;. We regard S;, fp.v, and Fp.v to be 2N X 2N matrices, 
and consider the secular equation 

det(S - AI) = 0, (5.7) 

where I; = t5; is the 2N X 2N identity matrix. Because of 
Eq. (5.2) and sincefp.v is nonsingular, Eq. (5.7) is equiva
lent to 

det(F - Af) = O. (5.8) 

However, since Fp.v - Afp.v is antisymmetric, its determi
nant is a square of its associated Pfaffian. Therefore, we con
clude that the solution for A of Eq. (5.8) appear always in 
pairs and we write them as (A\,AJ),(A 2,A2 ), ... ,(AN ,AN ). 

Then, we find 

Kn=~f(Aj)n (n:;60), 
n j~ \ 
N 

Ko = L 10gAj (n = 0). 
j~ \ 

(5.9a) 

(5.9b) 

Note that the matrix S need not be fully diagonalizable for 
this. Because of our assumption of the existence of F p.v , 
det F:;60 and hence none of Aj can be zero. Inserting these 
values of Kn's into Eq. (5.4), we calculate 

N N 

¢o(x,z) = L log Aj - L logO - AjZ), (5.lOa) 
j~ J j~ J 

1 N 
¢\ (x,z) = - - I logO - AjZ). 

Z j~ J 

(5.lOb) 

Then, Eq. (5.5) for p = 1 is rewritten as 

N 1 N 1 v L a x = L Sp. avAj . (5.11) 
j~\l-Ajz p.j j~\Aj(1-AjZ) 

Note that both A j and S; are functions of the coordinate x I' 
but not of the complex parameter z. 

We now assume hereafter that Aj :;6Ak whenever j:;6k, 
except for some accidental points. This would be the case if 
K\,K2 , ... ,Kn are functionally independent so that the system 
is completely integrable. As we noted in (II), such a situa-
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tion occurs for example in the case of the Toda lattice. Then, 
taking the residue of both sides of Eq. (5.11) at Z = 1/ Aj , 

this gives 

S; avAj = Aj ap.Aj (j = 1,2, ... ,N). (5.12) 

In other words, ap.Aj is one of two eigenvectors belonging to 
the eigenvalueAj , provided that ap.Aj is not identically zero. 
Note that our ansatz are weaker than those assumed in Ref. 
10, since our results are valid under weaker assumptions of 
if;v = 0 or if;v = 0 instead of N;v = 0 and also without 
assuming the tensor Fp.v being symplectic. 

WerewriteEq. (5.12) also as 

(F-\)p.v - Aj/,,'1avAj = 0, (5.13) 

which gives the orthogonality relation 

/"vap.Aj ayAk = 0, (5.14 ) 

which will lead again to the involution law {K,. ,Km}o = O. 
Now, we introduce N tangent vectors Yj by 

Yj =/"vavAj ap. (j = 1,2, ... ,N). (5.15) 

Then, Eq. (5.13) can be rewritten in a more compact form 

SYj = Aj Yj (j = 1,2, ... ,N), (5.16) 

where we regard S now as an element of gl( T M) by Eq. 
(3.3). We remark that Yj can be a complex (rather than 
real) vector since the eigenvalue Aj is generally complex. 

Next, we can solve, in principle, N unknown quantities 
A\,A2 , ... ,AN in termsofK\,K2, ... ,KN fromEq. (5.9a). There-
fore, we regard Aj (j = 1,2, ... ,N) as algebraic functions of 
K\,K2 , ... ,KN , hereafter. Then, setting, 

Xn =fp.yavK,. aI" 

we can rewrite Yj as 
N 

Yj = L BJ") X,., 
n~\ 

B (n) = aA; 
j aK,.· 

Moreover, we find 

Xm(BJ"» =0, 

since we calculate 

X (B(n»=_{K B(n)} 
m J m' J 0 

( 5.17) 

(5.18a) 

(5.18b) 

( 5.19) 

when we note B J") to be also functions of K J,K2, ... ,KN • 

Therefore, we obtain 

N 

[Xm,Yj] = L B J") [Xm,xn], 
,.~\ 

N 

[Yj,Yd = L BJ") Bim) [X,.,xm]· 
n,m= 1 

However, we show shortly 

[Xn,xm] = 0 

identically, so that we find 

[Xm,Yj] = [Yj,Yk ] =0. 
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(5.20b) 

(5.21 ) 

(5.22) 
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Now, we will prove the validity ofEq. (5.21). We calculate 
in a straightforward way 

(5.23a) 

with 

=0, (5.23b) 

since {K n ,K m } 0 = [f If] ftap = 0 by our assumptions. It is 
rather remarkable that we need not assume the validity of 
stronger ansatz such as N~" = 0 and L(Xn )S = 0 as in Sec. 
IV in order to obtain the relations Eqs. (5.21) and (5.22) 
withEq. (5.16). 

Remark 6: Let h(x) and g(x) be two differentiable 
functions of x, and set 

X h =jf''' afth a", (5.24a) 

Xg =jf'''aftga", (5.24b) 

then,Eqs. (5.23)byreplacingKn andKm byh andg, respec
tively, give 

(5.25 ) 

provided that [flf)"ft" = 0, i.e., f is a symplectic form. 
Equation (5.25), of course, is the well-known homomor
phism between Lie algebras of Poisson bracket and tangent 
vectors. 

Remark 7: If we have assumed Fftv = FVft instead of 
Fftv = - Fvft ' then Eq. (5.8) requires that if Aj is an eigen
value of S, then so will be - Aj • Therefore, for any odd 
integer n, Kn is identically zero. Then, because of the hierar
chy equation, we also have aftKn = 0 for any even integer n, 
as we stated in Remark 2 of Sec. II. 

Also, returning to the case of Fftv = - Fvft ' Eq. (5.9) 
implies that at most only N quantities among Kn's can be 
algebraically independent. 

In ending this section, we will comment on the unlikeli
ness of the validity of the modified hierarchy equation 
(2.36) of Sec. II. In that case, Eq. (5.12) will be replaced by 

B -I S~ avAj =Aj aftAj' 

Therefore, assuming that none of aftAj is identically zero, 
both S ~ and B -I S ~ must have the same sets of eigen-val
ues. In other words, both sets {A 1 ,A2 , ... ,A N } 

and {BA I,BA 2, ... ,BA N } must coincide. This is possible only if 
we have B = 1 or B = - 1. Note that B = 1 corresponds to 
the standard hierarchy equation. For the latter case of 
B = - 1, eigenvalues should occur in pairs Aj and - Aj , 
leading to the uninteresting case of aftKn = 0 by the same 
reasoning we already used. If we have aftAj = 0 for some 
indicesj, the situation allows other possibilities to say some
thing definite. However, the case is physically rather unlike
ly, not to mention the fact that K 1,K2 , ... ,KN are no longer 
algebraically independent. We believe that the validity of the 
modified hierarchy equation (2.36) with B =/= 1 is physically 
not interesting at best. 

VI. FINAL COMMENTS 

We have assumed through this paper that the inverse 
(S -I) ~ of S ~ exists. However, in case that it does not exist, 
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most of our results would hold if we remove all cases depen
dent on the assumptions. Then for example, only K,. 's for 
positive integers are to be used in the hierarchy equation. 
Similarly the involution law {K n ,K m } 0 = 0 is still valid if we 
restrict ourselves to positive integer values of nand m. 

In ending, it may be of some interest to make a remark 
on a possible connection between the present approach and 
that based upon the P matrix.29 Let lower-case latin indices 
a,b, ... , assume M values 1,2, ... ,M, which correspond to some 
indices of an internal space. If S: 's satisfies 

{S b sc} - Sj pbc Sb pjc Sj pcb 
a' d 0 - a jd - j ad - d ja 

+Sj P~a (6.1) 

for some functions P ~ of x ft , and if we define 

Kn = (l/2n)Tr sn = (1/2n)(S")~ (n=/=O), (6.2) 

then it is easy to show the validity of the involution law 

{Kn,Km}o=O. (6.3) 

It is known29 that many completely integrable models satisfy 
the condition Eq. (6.1). However, this approach cannot tell 
us anything about the hierarchy equation and possible dou
ble symplectic structure. A possible connection exists if the 
internal indices a,b,c, ... , coincides with the greek indices 
,Lt, V, ... , of our symplectic space with M = 2N. In that case, we 
may ask the question whether our S ~ 's studied in the pre
vious section do satisfy 

{ sv SP} -S" pvP SV P"P S" ppv +SP P"v ft' a 0 - ft "a - " fta - a "ft "aft . 
(6.4 ) 

Let r~v be an affine connection as in Sec. II with the covar
iant derivative S~;" defined by Eq. (2.2). Suppose that we 
have a covariant generalization of Eq. (6.4) with 

f M SV sP - S" QVP SV Q"P SV QPv + sP Q"v ft;" a;T - ft "a - " p,a - ""ft "aft 
(6.5) 

for some Q ';!. Then, we can readily see that Eq. (6.5) im
plies the validity of Eq. (6.4) with 

p,;! = Q';! - f"T r~ft {S~;T + Hr~a S~ - r~ S~)}. 
(6.6) 

If Q ';! is written as a covariant linear function of S ~ 's, then 
a simple choice would be of the form 

Q';! =A (c5~S~ +~S~) +B(c5~S~ -~S~) 

+ C c5v S P + D c5P S v (6.7) J.l. a a /l 

for some functions, A, B, C, and D. Then, Eq. (6.5) can be 
rewritten as 

f"T S~;" S~;T = 2A {c5~ (SS)~ - ~ (SS)~}. (6.8) 

Unfortunately however, the relation between the validity of, 
say, Eq. (6.8) and the condition N~v(S,S) = 0 is still not 
clear. Presumably, they are independent of each other and 
we could perhaps impose both conditions simultaneously. 
Such a possibility will be studied in the future. 
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On the recurrence relations, summations, and integrations of finite rotation 
matrix elements8
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In this work a number of recurrence relations of rotation matrix elements are derived and a 
method is proposed to evaluate some useful summations and integrations involving rotation 
matrix elements. Examples of applications of these in molecular spectroscopy and in chemical 
physics are also presented, 

I. INTRODUCTION 

The matrix representations of finite rotations are very 
useful in a variety of chemical and physical problems and 
their many properties and derivations have been investigat
ed. l-4 Because the Wigner rotation matrix elements involve 
the sum of two binomial coefficients, the calculation involv
ing them is tedious. Although the evaluation and symmetries 
of finite rotations have been well known,I-4,5 their summa
tions and integrations have been scarce in literature and text
books. In this paper, using the differential properties of rota
tion matrix elements and recurrence relations of Jacobi 
polynomials,6 we obtained a number of recurrence relations 
of rotation matrix elements and using those recurrence rela
tions we are able to easily calculate useful sum formulas and 
integrals involving the rotation matrix elements. 7

•
8 In so do

ing we are able to avoid tedious double summations and ob
tain the results efficiently. 

In Sec. II, we simply give the definition and some useful 
formulas of di",'m ([3) that are available in standard text
books on angular momentum. 1,2,5 In Sec. III, we give some 
differential formulas of d i",'m ([3) and several new recurrence 
relations of the rotation matrix elements. In Sec. IV, we give 
the relations between the Jacobi polynomials and rotation 
matrix elements and present our results of recurrence rela
tions. In Sec. V, we give examples of applications of those 
recurrence relations in chemical physics. Detailed deriva
tions will be found in the Appendices. 

II. DEFINITION AND SYMMETRIES OF d~'m(l3) 

We shall follow the notation of Edmonds. 2 The matrix 
elements of finite rotations are defined 

(jm'ID(a[3r) Ijm) =.Djm'm (a[3r) , (1) 

where the a,[3,r are the three Euler angles. Under the diag
onal representations of the matrices of Jz ' Eq. (1) becomes 

Djm'm (a[3r) = eim'adi",'m ([3)e imy 

and2 

(2) 

a) Taken in part from a Ph.D. dissertation to be submitted by Shan-Tao Lai 
in partial fulfillment of the Ph.D. degree at the Catholic University of 
America. 

b) Permanent address: Department of Chemistry, Xiamen University, Xia
men, People's Republic of China. 

c) To whom requests for reprints should be addressed. 

d j , )=[(j+m')!(j-m')!]112 
m m ([3 ( . ) '( . _ ) , j+m.j m. 

XL(-)j-m'-u(. j+,m )(j-m) 
U j-m -0' 0' 

( 
[3)~+~+m(. [3)~-~-~-m 

X cos- sm-
22' 

(3) 

where (-;,.) are binomial coefficients. The summation over 0' 

is restricted to those values for which the argument of any 
factorial is non-negative. The djm'm ({3)'s have the following 
symmetries2

: 

d j
m'm([3) = (- )m'-md j

mm, ([3) 

= (- )m'-md j_ m'_m([3) 

= (- )m'-mdjm'm( -[3), 

d j
m'm(rr+(3) = (- )j-m'd j_ m'm«(3), 

djm'm(rr) = (- )j+mom'+m.o, 

djm'm( -rr) = (- )j-mom'+m.O' 

djm'm (0) = 0m'm' 

(4) 

III. NEW DIFFERENTIAL PROPERTIES OF d~'m(J3) AND 
NEW RECURRENCE RELATIONS 

Fano and Racah I have obtained the following relations 
(the convention of Fano and Racah I is the same as Ed
monds, 2 but different from that of Brink and Satchler5) : 

[j(j + 1) - m'(m' + 1)] 1/2djm'=t= 1m ({3) 

= m'cos(3-m d j , «(3) + ~dj, «(3) (5a) 
sin (3 m m - d[3 m m , 

[j(j + 1) - m(m ± 1)] 1/2djm'm ± 1«(3) 

= m'-mcos(3 d j , «(3) + ~dj, «(3). (5b) 
sin (3 mm - d[3 mm 

Using Eq. (4.1.14) of Edmonds,2 we obtained 

d d j ([3) 
d[3 m'm 

= H (j - m)(j + m + 1)] 1/2di",'.m+ I ({3) 

-H(j+m)(j-m+ 1)]1/2djm'm_l({3) (6) 
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and 

d 2 d j ({3) 
d{32 m'm 

= - ~(/ + j - m 2
)d

j
m'm ({3) +! 

X[(j+m)(j+m-l)(j-m+ 1) 

X (j - m + 2)] 1/2djm'm_ 2 ({3) 

+H(j-m)(j-m-l)(j+m+ 1) 

X (j + m + 2)] 1/2d~'m + 2 ({3). (7) 

Using Eq. (22.8.1) of the differential property of the Jacobi 
polynomials,6 we obtained 

d . . 
- d'm'm ({3) - j cot {3d'm'm ({3) 
d{3 

_ [(/_m2)(f_m'2)]1/2 j-I 
- - . . d m'm ({3). (8) 

Jsm{3 

From Eqs. (5a) and (5b), we obtained the following recur
rence relations: 

[j(j + 1) - m'(m' - 1)] 1/2d~, _ I,m ({3) 

+ [j(j + 1) - m'(m' + 1)] 1/2d~,+ I,m ({3) 

= 2 [(m' cos {3 - m )/sin {3 ]djm'm ({3), 

[j(j + 1) - m' (m' - 1)] 1/2djm' _ I,m ({3) 

+ [j(j+ 1) -m(m-l)]1/2djm'm_I({3) 

= (m' - m)cot({3 /2)d j
m'm ({3), 

[j(j + 1) - m' (m' + 1)] 1/2djm' + I,m ({3) 

+ [j(j+ 1) - m(m + 1)] 1/2djm'm+ d{3) 

= (m' - m)cot({3 /2)d~'m ({3), 

and 

![j(j + 1) - m'(m' - 1)] 1/2{[j(j + 1) 

- (m' -1)(m' - 2)]1/2djm'_2,m({3) 

- [j(j + 1) - m' (m' - 1)] 1/2djm'm ({3)} 

+ ![j(j + 1) - m'(m' + 1) P/2{[j(j + 1) 

- m'(m' + 1)] 1/2djm'm ({3) - [j(j + 1) 

- (m' + l)(m' + 2) P /2d j
m, +2,m ({3)} 

= 2 m cos {3 - m' d j, ({3) + m' cos {3 - m 
sin2 {3 m m sin {3 

X {[j(j + 1) - m' (m' - 1)] 1/2djm' _ I,m ({3) 

(9) 

( lOa) 

(lab) 

- [j(j + 1) - m'(m' + 1)] l/2d~, + I,m ({3)}. 
(We) 

If m' = 0, then 

![j(j + 1) (j + 2) (j - 1)] 1/2 [d~m ({3) - d~m ({3)] 

= 2m cos{3 d j ({3) _ m[j(j + 1)] 1/2 
sin2 {3 Om sin {3 

X [dL ({3) - d~m ({3)]. (lOd) 

Since d~'m ({3) satisfies the following differential equation2
: 

{£ cot{3~ _ m
2 + m,2 - 2mm'cos{3 + .( . + I)} 

d{32 + d{3 sin2 {3 J J 

(We) 
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substituting Eqs. (7) and (8) into Eq. (We) we obtained 

H(j+m)(j+m-l)(j-m+ 1) 

X (j - m + 2)] 1/2d~'m _ 2 ({3) 

+H(j-m)(j-m-l)(j+m+ 1) 

X (j + m + 2) P/2d j
m'm + 2 ({3) 

= [m2 + m,2 - 2mm' cos2 {3 - j cos2 {3 

sin2 {3 

+ ~ (/ + j - m,2) - j(j + 1) ]djm'm ({3) 

+ cos{3 [(;2 _ m2)( ;2 _ m,2)] 1/2d j -: I ({3). 
jsin2 {3 J J mm 

UsingEqs. (6), (7), and (We) we obtained 

H(j+m)(j+m-l)(j-m+ l)(j-m+2)]I/2 

Xd~'m_2 ({3) 

+H(j-m)(j-m-l)(j+m+ 1) 

X (j + m + 2)] 1/2d~'m + 2 ({3) 

= [m2 + m,2 - 2mm' cos{3 

sin2 {3 

- ~(f+j+m)]d~'m({3) 

( 10£) 

+! cot{3 [{(j + m) (j - m + l)p/2d~'m _ '<{3) 

- {(j - m) (j + m + 1 )}1/2d~'m + '<{3)]. (lag) 

We will give examples of the application of those new recur
rence relations later (Sec. V). 

IV. RECURRENCE RELATIONS FROM JACOBI 
POLYNOMIALS 

Edmonds2 has given the Jacobi polynomial in terms of 
the rotation matrix elements 

p J~',;; m,m' + m) (cos {3) 

[ 
(j+m)!(j-m)! ]112 ( {3)-<m'+m) = cos--
(j + m')!(j - m')! 2 

( 
{3)-(m'-m) . 

X sin '2 d'm'm ({3). (11 ) 

Several recurrence relations of Jacobi polynomials are avail
able.6 By use of Eq. (11) and those recurrence relations of 
Jacobi polynomials, we obtained 

(
j - m )112 {3. 112 (j + m )1/2 
-. -- cos -- d 'm-: _ 112,m - 112 ({3) - -.--
J-m' 2 J-m' 

X · {3 d j - 1I2 ({3) d j - I({3) ( . ....t. ') sIn'2 m' - 112,m + 112 = m'm Jrm , 

(12a) 

(
j-m+ 1)1/2. {3 d j+ l12 {3 
j + m' + 1 sm '2 m' + 112,m - 1/2 ( ) 

(
j+m+l)1I2 {3 j+l12 + cos -- d m' + 112 m + 112 ({3) 
j+m' + 1 2 ' 

= d~'m ({3), (12b) 
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2(j + 1) . {3 dH 1/2 ({3) 
(j+ m' + 1)1/2 sm 2 m'+1I2,m-l12 

= (j - m + 1) 1/2d~'m ({3) 

_ [ (j - m' + 1)(/+ m + 1) ]112 djm-i:j, ({3), 
j+m' + 1 

2(j + 1) . {3 dH 112 ({3) 
(j + m' + 1) 1/2 COS 2 m' + 112,m + 112 

= (j + m + 1) 1/2d~'m ({3) 

+ [ (j - m' + 1) (j - m + 1) ] 112 d ~-i:j, ({3), 
j+ m' + 1 

2j sin {3 d j - 112 ({3) 
(j_m')112 2 m'-1I2,m+l12 

= [(j-"!)(j,+m') ]112 d{"'m(/3) 
J-m 

- (j+m) 1/2d{,,--:j,({3) (j=!=m'), 

2j {3 dJ - 112 ({3) 
(j _ m') 1/2 cos 2 m' - I12,m - 112 

and 

= [ (j + "!') (j, + m) ] 112 d{"'m ({3) 
J-m 

+ (j - m) l/2d{,,--:j, ({3) (j=!=m'), 

j{[ (j + 1)2 _ m'2][ (j + 1)2 - m2]} 1/2d{,,-i:": ({3) 

=[-m'm(2j+l) 

+j(j+ 1)(2j+ 1)cos{3]djm'm(/3) 

(12c) 

(12d) 

(12e) 

(12f) 

- (j + 1)[ (/- m 2)(J'2 - m'2)] 1/2dj--: I ({3). 
mm (12g) 

From Eq. (3), it is easy to obtain the following: 

. '(' 2 )' dH m(/3) = I ( _ )j- (7 J. J + m . 
mm (7 O'!(j - 0')!(2m + O')!(j - O')! 

X cos- sm-( 
{3 )2(7 + 2m (' {3 )2j - 2(7 
2 2' 

d~ ) = [ (2j-1)! ]112 
J-I.m ({3 (j + m)!(j _ m)! 

X [(j - m)cos2 ~ - (j + m)sin2 ~] 

X cos- sm-( 
{3)j+m-I(. {3)j-m-1 

2 2' 

and 

d~ = [ (2j - 2)! ] 112 
} - 2.m ({3) (j + m)! (j _ m)! 

X~ [(j+m)(j+m-1)(sin~r 

-2(j+m)(j-m) (cos ~r (Sin ~r 

+ (j-m)(j-m-l) (cos ~r] 

X cos- sm-( 
{3)j+m-2(. {3)j-m-2 

2 2' 
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and 

d ~ ({3) = 1 and d ~ ({3) = cos {3, 

using the above two values of the rotation matrices as a start
ing point and Eqs. (12a) and ( 12c), we obtained as a check 

d 1~2 ({3) = ( cos({3/2) 
m m _ sin({3 /2) 

sin({3 /2) ) 
cos({3/2) , 

which agrees with standard textbook results. 1.2 In principle, 
we can compute djm'm ({3) of any order by using the above 
recurrence relations. 

V. EXAMPLES OF EVALUATIONS OF INTEGRALS AND 
SUMMATIONS INVOLVING d{,,'m(3) 

A. Example (1) 

In discussing mechanisms for collision-induced transi
tions between A doublets in I II molecules, Green and Zare8a 

for the first time have computed the following integral but 
omitted detailed proof: 

2J + 1 i
21T 

i1T J SI_I (J,M) = -- da D Mda{30) 
417' 0 0 

XD -:: _ I (a{30)sin {3 d{3 

= [(J+M)!(J-M)!] II (_ )S+T 

(J + 1 )!(J - I)! S T 

X( J+l )(J-l) 
J-M-S S 

f J - 1 ) (J + 1) [f 2J )] - I 

X V - M _ T T W+S+T 

=_I+ IM1 (2J+l). 
J(J + 1) 

The summation in the last equality is not easy to visualize. 
We shall rederive it from the recurrence relations and show 
that it is a special case of a general derivation. We use Eq. (9) 
and let m' = 0, then we have 

[j(j + 1)] 1/2 [d~m ({3) + d~m ({3)] = - ~m{3 dbm (/3). 
sm 

Introducing Eq. (4), squaring the above equation on both 
sides, and integrating both sides, we obtained 

j(j + 1) [11T 
(d

j
mT<{3»)2 sin {3 d{3 

+ Sa
1T 

(d{,,1 ({3»)2 sin {3 d{3 

+2 Sa
1T 

d{"d{3)d{"I(/3)Sin{3d{3] 

11T( dj )2 
= 4m2 ~ sin {3 d{3. 

o sm{3 
(13) 

Since the orthonormality of Djm'm (a{3r) with respect to in
tegrations over the Euler angles is2 .. 
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1 
=0 0 0.· --, (14) mimi m,m, J,ll 2jl + 1 

the orthononnality of the associated Legendre function is2 

I 0 (. )1 

f 
P'!'(x) pn(x) ~= mn J+ m " (15) 

-I J J 1 - x 2 m(j - m)! 

and since2 

d j ({3) = J - m. P'!'(cos{3), 
[ 

( . )1]112 

mO (j+m)! J 

using Eqs. (14), (15), and (16), we have 

.(. 1) [2 2 
JJ+ 2j+l+2j+l 

+ 2 117' d~1 ({3) d j
m-d{3) sin {3 d{3 ] 

= 4m2(j - m)! fl (Pj(X»)2 dx 
(j+m)! _ll-x2 

=4jmj. 

Upon rearrangement, Eq. (17) becomes 

(16) 

(17) 

(17' d j ({3)d j ({3)' {3 d'{3- 2jmj 1 (18) Jo ml mT sm - j(j + 1) - 2j + 1 . 

Changing j into J and minto M, we obtain Zare and 
Green's8a formulas 

SIT (J,M) = 2J+ 1 (1T d~t<{3)d~T({3)sin{3d{3 
2 Jo 

= jM j (2J + 1) _ 1. 
J(J + 1) 

The generalized derivation of integrations similar to the 
above are given in the Appendices. 

B. Example (2): Derivation of the summation 
l:mmn\ t)mU3a)\2 

Case ofn=l. We multiply djm'm ({3) into both sides of 
Eq. (9), then sum over m 

[j(j + 1) - m' (m' - 1)] 1/2 L d j
m, _ I,m ({3)d j

m'm ({3) 
m 

+ [j(j + 1) - m'(m' + l)p/2 

x L d~, + 1m ({3)d j
m'm ({3) 

m 

(19) 

Since the orthononnality of the unitary matrix elements is 

(20) 
m 

Eq. (19) becomes 

0=2" m'cos{3- m jd j , ({3)j2 
..;;. sin{3 mm , 

that is,6 

(21) 
m 

When m' = 0, Eq. (21) reduces to 

L mjlJm ({3a) j2 = O. (21a) 
m 

Case ofn=2. Squaring Eq. (9) on both sides yields 

[j(j + 1) - m'(m' - 1)] jd~'_lm ({3W 

+ [j(j + 1) - m'(m' + 1)] jd~, + 1m ({3W 

+ 2[j(j + 1) - m'(m' - 1)] 1/2 

X [j(j + 1) - m'(m' + 1)] 1/2 

Xd j
m, _ 1m ({3)d j

m, + 1m ({3) 

4 
jd~'m ({3) j2 (' {3 )2 

= 2 mcos -m. 
sin {3 

(22) 

Summing over m on both sides ofEq. (22) and using Eqs. 
(20) and (21), we obtained7 

L m2 jd j
m'm ({3) j2 

m 

Since2 

DjmO (a{30) = ( - )m (~)1I2 Y
J
'm ({3a) 

2j+ 1 
= eimad ~ ({3), 

when m' = 0 then Eq. (23) can be rewritten as8b 

L m 2jlJm ({3a) j2 = _1_j(j + 1 )(2j + 1 )sin2 {3. (24) 
m 817' 

Using Eqs. (12g) and (23), we obtained 

L [(j + m + 1) (j + m) (j - m + l)(j - m)] 1/2djm-t:,;, ({3)d~-;,;, ({3) 
m 

[j(j + 1) - m'(m' - 1) ][j(j + 1) - m'(m' + 1)] (3 cos2 {3 - 1). 
2[ (j + m' + 1) (j + m') (j - m' + 1) (j - m')] 1/2 

Let m' = 0, we have 

L [(j+m+ 1)(j+m)(j-m+ 1)(j-m)r/2 
m 

847 

Xd~61({3)d~o 1({3) 

= j(j + 1) (3 cos2 {3 - 1). 
2 
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(24b) 

ISimilarly, Eq. (23a) can be written as8b 

L [(j+m+ 1)(j+m)(j-m+ 1)(j-m) ]112 
m (2j + 1)(2j + 3)(2j - l)(2j + 1) 

X Yj+ 1m ({3a) lJ- 1m ({3a) 

.( . + 1) 
= J J (3 cos2 {3 - 1). 

81T(2j + 1) 

S. Lai and Y. Chiu 
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C. Example (3). General derivation of summations 
}:mmnd{",m(3)d{.,'mU3) 

We have also obtained the following general summation 
formulas over djm'm (/3), some of which were used in Jacobs 
and Zare's work9

: 

I md~'md~, + 1m 
m 

= - sin/3 [j(j + I) _ m'(m' + 1) ]1/2, 
2 

I md~'md~'_lm 
m 

= _ sin/3 [j(j+ 1) -m'(m'-I)]1/2, 
2 

I md~, - Imd~, + 1m = 0, 
m 

(25) 

(26) 

(27) 

m 

I m3Id~'m 12 =!!i.- [3j(j + 1) - 5m,2 - 1] 
m 2 

X sin2 /3 cos /3 + m'3 cos /3, 

= l.- sin4 /3 [j(j + 1)]2 
8 

+ sin
2 

/3 j(j + 1)(3 cos2 /3 - 1) 
4 
'2 

+ ~ sin2 /3( 5 cos2 /3 - I) (6 l + 6 j - 5) 
8 

m,4 
+ - ( - 30 cos2 /3 + 35 cos4 /3 + 3), 

8 

(30) 

(31) 

(32) 

'" 2d j d j /3 [, sin /3 ( , 1 ) ] ..;. m m' + 1m m'm = - cos m + -2- m + Here we have abbreviated djm'm (/3) as djm'm' All values ofj 
(integer or half-integer) satisfy all ofthe above formulas. 

X[j(j+ 1) -m'(m'+ 1)]112, 
(28) 

D. Example (4): Computation of ground state alignment 
distribution 

'" 2d
j 

d
j 

£.,; m m' + 1m m' - 1m 
Jacobs and Zare9 have given the quantum mechanical 

treatment of ground-state population and alignment. They 
obtained the following ground-state alignment distribution 
in terms of monopole A 60

), quadrupole A 62
), hexadecapole 

A 64 )moments,andintermsofsummationover M' = - J to 

m 

= sin
2

/3 [j(j + 1) _ m'(m' + 1) ]1/2 
4 

X [j(j+ 1) -m'(m' _1)]112, (29) +J: 

N.(JMO't=0)=A(0)+A(2)[-1+ 3 "'ld J
, (O')1 2M'2] 

o , , , 0 0 J(J + 1) ~ M M 

+A(4){l.-_ 3 _ 5 Ild J , (O'W[6J(J+l)M'2+ 5M '2+ 7M '4]}. 
o 8 4J(J + 1) 8J2(J + 1)2 M' M M 

(33a) 

Using Eqs. (23) and (32), we obtained the following closed form that achieves the actual summation over M': 

N. (JM 0' t = 0) = A (0) + A (2) [ - 1 + l.- sin2 0' + 3M
2 

(3 cos2 0' - 1)] 
o , , , 0 0 2 2J(J + 1) 

A (4) {l.- _ 3 _ ~ sin2 0' _ 25 sin
2 

0' _ 105 sin
4 

0' 
+ 0 8 4J(J + 1) 8 16J(J + 1) 64 

35 sin2 0' 
---- (3 cos2 0' -1) 
32J(J + 1) 

+ 2
5 

2 [35M2sin20'(5cos20'-I)-24M2J(J+l)(3cos20'-I) 
64J (J+l) 

- 20M 2(3 cos2 0' - 1) - 42M 2J(J + l)sin2 0 '(5 cos2 0' - 1) 

- 7 M4 (35 cos4 0' - 30 cos2 0' + 3) ] } . (33b) 

Considering the hyperfine depolarization and magnetic precession effect and the actually randomize ground-state alignment, 
Jacobs and Zare9 obtained 

N. (JMO' 0" 1=0) =A (0) +A (2)-;;(2) [-1 + 3 '" '" Id J
• (O')d J

, • (O")1 2M'2] o , , , , 0 0 15 J(J + 1) ~ ~ M M M M 

+A (4)-;;(4){ 3 3 5 
o g 8" - 4J(J + 1) - 8J 2(J + 1)2 

X ~ ~ Id~'M(O')d~'M" (O")i2[6J(J+ 1)M'2+ 5M,2+ 7M'4]} , (33c) 
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where ()" is the angle between the cylindrical symmetry axis and the magnetic field vector and the plane of polarization, and9 

-(K) = L (2Fi + 1)2 {Fi 
g i 21+1 J J 

Using Eqs. (23), (32), and (33b), we have obtained the following closed form that achieves the actual summations over M' 
and M" not given by Jacobs and Zare9

: 

No(JM,() ',()" ,t = 0) 

= A (0) + A (2)gt2) { _ 1 + l.- sin2 ()" + l.- sin2 () '(3 cos2 ()" - 1) + 3M
2 

(3 cos2 ()' - 1)(3 cos2 ()" - I)} 
o 0 2 4 4J(J + 1) 

A (4):;;(4) { 3 3 15 . 2 () " 25 sin2 () " 105 sin4 
() " 35 sin2 ()" (3 2 () " 1 ) 

+ 0 ~ 8" - 4J(J + 1) -"""'8 sm - 16J(J + 1) - 64 - 32J(J + 1) cos -

5 [Sin2 ()' M2 ] + 2 2 --J(J+l)+-(3cos2 ()'-I) '[35sin2 ()"(5cos2()"-I) 
64J (J+l) 2 2 

- 24J(J + 1)(3 cos2 ()" - 1) - 20(3 cos2 ()" - 1) - 42J(J + l)sin2 () "(5 cos2 ()" - 1)] 

105 sin4 ()' 35 sin2 ()' 
---- (35 cos4 

()" - 30 cos2 ()" + 3) - (3 cos2 ()' - 1)( 35 cos4 
() " - 30 cos2 ()" + 3) 

512 256J(J + 1) 

+ 5 [M2 sin2 ()'(5 cos2 ()' - 1)(6.12 + 6.1 - 5) + M4(35 cos4 
()' - 30 cos2 ()' + 3»)} . (34) 

512J 2 (J + 1)2 

E. Example (5): Integration over trigonometric 
functions, the associated Legendre polynomials, and 
rotation matrices 

We shall first give some preliminaries. Using recurrence 
formulas of Eq. (9) and Eqs. (12a)-( 12g), we obtained 
some special products involving rotation matrix elements 
expressed in terms of the associated Legendre polynomials, 

sin (P 12) d {1I2)(112) = !(Pj _ 112 (cos P) - PH 112 (cos p) ), 
(35a) 

cos(P/2)d{I12)(112) = !(Pj-1I2 (cosP) + PH 112 (cosP»), 
(35b) 

. j _ [j(j + 1)] 1/2 
smpd 01 - (P,.+ I (cosP) - p,._ I (cosP»), 

2j + 1 
(35c) 

(1 +cosp)d~1 

= (Pj _ I (cos P) + Pj (cos p) ) 

+ _1_' - (P,.+ I (cosP) - P,_I (cosP»), (35d) 
2j + 1 

(1 - cosp) d~1 

= (Pj _ I (cos p) - Pj (cos p) ) 

+ _1_' - (P,.+ I (cosP) - P,'_I (cosP»), (35e) 
2j+ 1 

sinpd j
m(1I2) 

[ 
(j _ m)! ] 112 

= (j+!)(j+m)! 

xcos!!... (pm+ 1/2 (COS Q) - p'!'+ 112 (COS Q») (35f) 2 ,+112 P ,-112 p, 

sin pd j
m(!12) 

[ 
(j-m)! ]1/2 

= (j+!)(j+m)! 
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Xcos ~ [(j + m)Pj_iX2(cosP) 

- (j - m + 1)PH--IX2(COSp)], 

sin Pd j
m (312) 

[ 
(j _ m)! ]1/2 

= (j+!)(f+j-~)(j+m)! 
X cos !!... {(2m - cosP) (pm+ 112(COSP) 

2 sinp ,+ 112 

- Pj_~X2(COSP») - (j + P 
X [(j + m)Pj_-IX2(cosP) 

(35g) 

- (j - m + 1)PH-iX2(cosP) ]} , (35h) 

sin pd ~(j/2) 

[ 
(j-m)! ]112 

- (j+!)(f+j-V(j+m)! 

X P {(2m +cosP) cos-
2 sinp 

X [(j + m)Pj_i;{2(cosp) 

- (j - m + 1)Pj+i;{2(COSp) ] 

- (j +!) [Pj/i;{2(cosj1) - Pj_~;?(cosP) ]} , 

(35i) 

. . [ (j _ m)! ] 1/2 
smpd'",l = j(j + l)(j + m)! 

X{[m - (j+ l)cosP]Pj(cosp) 

+ (j - m + 1 )Pj+ I (cosP)}, (35j) 

. . [ (j _ m)! ] 112 
smpd'ml = j(j+ 1)(j+m)! 

X{[m + (j+ l)cosP ]Pj(cosp) 

- (j - m + 1 )PH- I (cosP)}, (35k) 
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d j _[ (j-m)! ]112 
m2 - j(j+ 1)(/+j-2)(j+m)! 

using Eqs. (15), (36), (37), (35j), and (35k), we obtained 
the following results of integrations: 

X {[2 m ~ ~os {3 (m - (j + 1 )cos (3) - j(j + 1)] 
sm (3 i1T (P m( cos (3))2 . 

J • 4 sm {3 d{3 
o sm {3 

XP7(cos{3) 

2(m-cos{3)(j-m+ 1) pm ( a)} 
(j+m)!(/+m

2
+j-l) (mi= ± 1), (39a) 

2m(j - m)!(m2 - 1) + . 2 j+ 1 cos,.... . 
sm (3 

(351) r1T 

~o~ {3 (P 7 (cos (3) )2 sin (3 d{3 = 0, (39b) Jo sm {3 
d J --

. [ (j-m)! ]112 
m2- j(j+l)(/+j-2)(j+m)! r1T 

C~S2 {3 (P 7)2 sin {3 d{3 
Jo sm4 {3 

X {[2(m :2cos(3) (m + (j + 1)cos{3) 
Sin (3 

_ (j+m)!(/-m2+j+ 1) 
- 2m(j - m)!(m2 - 1) 

(mi= ± 1), (39c) 

- j(j + 1)] P7(cos{3) 

2(m+cos{3) (. +1)pm ( a)} 
- .2 J-m j+1 cos,.... . 

sm (3 
(35m) 

i1T cos {3 P mp m • a d'{3 
-.-4- j j+ 1 sm,.... 

o sm {3 

(j+m+ 1)!(j+ 1) 
2m(j - m)!(m2 

- 1) 
(mi=O, ± 1), 

Similarly we obtained the following recurrence relations of 
the associated Legendre polynomials: 

r1T 

c~s: {3 P7P f'+- 1 sin{3 d{3 = 0, Jo sm (3 

cos {3P7(cos (3) Sa
1T 

Pf'+--I 1P7++11 sin{3 d{3 

= sin{3 [(j + m)(j - m + I)P7-I(cos{3) 
2m 

+ P 7 + 1 (cos (3) ] , (36) 

_ 2(j + m)! { _/ + m 2 + 3j + 2} - m , 
(j-m+2)! 2j+3 

P'!'-I (cos{3) 

= sin{3 [(j-m)(j-m+ I)P7-I(cos{3) 
2m 

+P7+I(cos{3) ]. (37) 

i1T 1 pm-Ipm+ 1 • ad'{3 
-.-4- j+ 1 j+ 1 sm,.... 

o sm {3 

(j+m+2)! 

i1T COS3 {3 P mp m • a d'{3 
-- . ·+1 sm,.... 

o sin4 {3 J J 

(mi=O, ± 1), 

Since the orthonormality of the associated Legendre polyno
mials is 

i1T • 2c:5dj + m)! 
P7(cos (3) P';(cos (3)sm {3 d{3 = J , 

= 1 (j+m)![(j+l)(j+m+1) 
2m (j - m)! m2 - 1 

o (2j + 1)· (j - m)! 
(38) 

_ 2(2/ - 2jm + 5j - 3m + 3)] 
(2j+3)(j-m+1) , 

J 

r1T (~{m) 2 sin {3 d{3 
Jo sm2 {3 

= r1T 

(d~m )2 sin{3 d{3 = _m_ (mi= ± 1), 
Jo sin2 {3 m2 

- 1 

r1T 

(P7)2 sin{3d{3 =_1_ (j+m)! {(j-m+2)(j-m+ 1) (/+3j+m2-2m+2) 
Jo sin6 {3 8m3 (j - m)! (m - 2)(m - 1) 

+ (j + m + 2) (j + m + 1)( / + 3j + m2 + 2m + 2) 

(m + 2)(m + 1) 

(j-m+2)(j-m+ 1)(j+m+2)(j+m+ I)} (m-l- +_1), 
+ m 2 -1 I 

i1T cos {3 P mp m • a d'{3 __ 1_ (j + m + I)! {(j - m + 2)( / + 3j + m2 - 2m + 2) 
. ·+1 sm,.... -

o sin6 {3 J J 8m3 (j-m)! (m-l)(m-2) 

850 

+ (j + m + 2)(/ + 3j + m2 + 2m + 2) 
(m + l)(m + 2) 

+ (j-m+2)(j+m+2)(j+l)} (mi=±1), 
m2 _1 
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(39d) 

(3ge) 

(39f) 

(39g) 

(39h) 

(39i) 

(39j) 

(39k) 
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i 'ITcos2{3 (pm )2' {3d'f3- 1 (j+m+1)! {(j+m+l)(j-m+2)(l+3j +m2-2m+2) 
-- . + I sm - ---'~--- -=-----'--"------'--.;.::....-'-....::..-'-------'---'-

o sin6 {3 J 8m3 (j-m+l)! (m-l)(m-2) 

+ (j + m + 2) (j - m + 1) (l + 3j + m 2 + 2m + 2) 
(m+ 1)(m+2) 

+ (j+m+1)(j+m+2)(j-m+2)(j-m+l)}. 
m2 -1 

(391) 

F. Example (6): General formula for 

2J + 1 i 2 'IT i'IT J Soo·(J,M)=-- da D MO (a{30) 
41T 0 0 

XD~o' (a{30)sin{3 d{3. 

Special formulas are useful in diatomic molecular spectros
copy and molecular dynamics. For example, Alexander and 
Dagdigian and their co-workers 10. I I have obtained 

[
2J - 1 ]112 

S(\/2)(3/2) (J,J) = 2J + 3 (40) 

and 

Si2 (J,O) = + 1. (41) 

We shall show that these can be obtained from the general 
formula that we shall derive as follows. 

First we consider 

2J + 1 i 2'IT i'IT S(\/2)(i/2) (J,M) = -- da D~(\I2) (a{30) 
41T 0 0 

XD'J:(3/2) (a{30)sin{3 d{3, 

which we obtained (see proof in Appendix A) as 

S - (JM) - 4M - (2J + 1) (42) 
(\/2)(3/2) , - [(2J + 3)(2J _ 1)] 1/2 

For M = J, Eq. (42) reduced to Eq. (40).10 

G. Example (7). Specific formula 522 (J,M) and 533 (J,M) 
for arbitrary M 

We have obtained (see proof in Appendix B) 

S22(J,M) 

= -+- da D~2 (a{30)D"Ji (a{30)sin{3 d{3 2J 1 i 2'IT i'IT 
41T 0 0 

= 1 _ 2M(2J + 1) + 2M(2J + I)(M
2 

- 1). (43) 
J(J + 1) J(J + 1 )(J2 + J - 2) 

For M = 0, the above reduces to Alexander's formula Eq. 
(41). Similarly, we have obtained (see proof in Appendix C) 

S33 (J,M) 

= -+- da D~3 (a{30)D'J:3 (a{30)sin{3 d{3 2J 1 i 2'IT i'IT 
41T 0 0 

851 

= _ 1 _ 3M(2J + I)(J2 + 13J + 4M2 + 14) 
J(J + I)(J - 1) (J - 2) 

+ J(J + 1)(J + ~~j~ ~)I;J - I)(J - 2) 

X [2(2J + 5) (3J2 + 13J + 3M 2 + 12) 

+ 3(J2 + 3J + M2 + 2)2 

- M2(2J + 3)(2J - 1)]. 
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(44) 

I 
H. Example (8). Angular distribution of 
photodissociation 

The cross section for angular distribution of photofrag
ments has been given l2,13 as 

u(iJ" -eJ' -k) - I AeJ' (O)IJ'J"o UJ), (45a) 
o 

where 

In"o (fJ) = I (2J' + 1) 
M" 

(J" 
x w" 

Here (: ) is Wigner 3-} symbol. Using Eq. (23), the summa
tion in this formula can be evaluated easily as follows. For R 
lines (J'=J" + 1), 

IJ'.J' _ 10 «(J) 

-~(2J'+I) J'2_M"2 Id J ' «(J)12 
- ~ J'(2J' - 1 )(2J' + 1) M"O 

J'2 1 

J'(2J'-I) J'(2J'-I) 

X [sin; (J J'(J' + 1) + ~2 (3 cos2 (J-1)] 

= 1 {(J'2 _ 02)COS2 (J 
J'(2J' - 1) 

+ ! [J'(J' - 1) + 02]sin2 (J} , 

for Q lines (J' = J"), 

IJ',J'o «(J) 

(46) 

M ,,2 

-~(2J'+I) Id J
' «(J)1 2 

- ~ J'(J' + 1)(2J' + 1) M'O 

= 1 {02 cos2 (J 
J'(J' + 1) 

+ ! [J'(J' + 1) - 02]sin2 (J} , 

and for P lines (J' = J" - 1), 

IJ'J' + 10 «(J) 

(J'+1)2_M"2 
- ~ Id J

' «(J) 12 - fr. (J' + 1)(2J' + 3) M'O 

= 1 {[(J'+1)2-02]cos2 (J 
(J' + 1)(2J' + 3) 

(47) 

+ + [(J' + I)(J' + 2) - 02]sin2 (J}. (48) 

Those three formulas are exactly the same as Zare'sI2.13 ex
cept for the constant factor 31T/4. 
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VI. SUMMARY 

In this paper, we have given many recurrence relations 
of the rotation matrix elements and presented general meth
ods as to how to derive the summations and integrals involv
ing the finite rotation matrix elements, and as to how to 
expand specific di".'m ({3) into the associated Legendre poly
nomials. SinceDJm'm (a{3r) anddJm'm ({3) have a relationship 
as in Eq. (2) and are related to spherical harmonics, our 
recursion relations may be applied to solid spherical har
monics l4 and other special rotation matrices. 15,16 

APPENDIX A: THE PROOF OF EQ. (42) 

From Eq. (9) with m' = - 1/2, we get 

[j(j + 1) - ! r2 

d{312)m + p(j + 1) + ! r2 

d{1I2)m 

= _ cos{3 + 2m dJ- (AI) 
sin {3 (1I2)m . 

Squaring this equation on both sides and integrating with 
respect to {3, we obtain 

[j(j + 1) - !] So" (d{312)m )2sin {3 d{3 

+ [j(j + 1) + !] 50" (d{I12)m )2sin {3 d{3 

+ 2[j(j + 1) - ! r12 

[j(j + 1) + ! r12 

X So" d{3/2)m d {l/2Jm sin{3 d{3 

_ i" cos
2 

{3 + 4m cos {3 + 4m
2 

(d L )2' {3 d'{3 
- . 2 (l12)m sm . 

o sm {3 
(A2) 

Using Eqs. (4), (14), (35g), and (39a)-(39d), and with 
some algebraic manipulation, we obtained (after changingj 
to J and m to M) 

50" d it(\12) d it(312) sin {3 d{3 

2 4M - (2J + 1) 

- 2J + 1 [(2J + 3)(2J _1)]1/2 . 
(A3) 

Therefore 

2J + 1 i2

" i" J S(1I2)(312) (J,M) = -- da D M(I/2) (a{30) 
41T 0 0 

XD::(312) (a{30)sin{3 d{3 

2J + 1 i"d J d J • {3d'{3 = -- M( 112) M(312) sm 
2 0 

4M - (2J + 1) (A4) 
= [(2J+3)(2J-l)]1/2' 

APPENDIX B: THE PROOF OF EQ. (43) 

From Eq. (IOd) and using Eq. (4), we have 

~ [j(j+ l)(j+2)(j-l)]1/2(di".2 -d{,.2) 
2 
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= 2mcos{3 d J + m[j(j+ 1)]1/2 [d J _ _ d J ]. 

sin2 {3 mO sin {3 ml ml 

Using Eqs. (35j) and (35k), we obtained 

_1_ [j(j+ 1)(j+2)(j-1)]I12[dJm2 -dJm2 ] 
4m 

[
(j_m)!]112 1 

= (j + m)! sin2 {3 

(B1) 

X [(j + 2)cos{3Pj - (j - m + 1)Pj+ I]' (B2) 

Squaring Eq. (B2) on both sides, integrating over sin {3 d{3, 
and using Eqs. (14), (39a), (39c), and (39d), finally we 
obtained (after changingj to J and m to M) 

50" dit2d~ sin{3 d{3 

= _2_ [1 _ 2M(2J + 1) 

2J + 1 J(J + 1) 

2M(2J + I)(M 2 -1) ] + . 
J(J + I)(J + 2)(J - 1) 

(B3) 

Therefore 

S22 (J,M) = 2J + 1 (" d it2 d ~ sin {3 d{3 
2 Jo 

= 1 _ 2M(2J + 1) + 2M(2J + I)(M 2 -1) . 
J(J + 1) J(J + I)(J + 2)(J - 1) 

(B4) 

APPENDIX C: THE PROOF OF EQ. (44) 

From Eq. (9) with m' = - 2 and m' = 2, respectively, 
after adding them together, and after using Eq. (4), we have 

[j(j + 1) - 6] 1/2 [d{,.3 + di".d 

= - [j(j+ 1) -2)]112[di".T +di".d 

_ 4cos{3- 2m d i + 4cos{3 + 2m dJ _. (C1) 
. {3 m2 . {3 m2 sm sm 

Using Eqs. (35j) and (35k), we have 

d i _ +dJ =~ [ (j- m)! ]112 pm 
ml ml sin{3 j(j+ 1)(j+m)! J' 

(C2) 

And using Eqs. (351) and (35m), we have 

_ 4 cos {3 - 2m d J 4 cos {3 + 2m d J _ 
. {3 m2 + . {3 m2 sm sm 

= 4cos{3 [di - -di ] +~ [d J - d J ] . {3 m2 m2 . {3 m2 + m2 sm sm 

[ 
(j-m)! ]1I24m 

= j(j+ l)(j+2)(j-l)(j+m)! sin3 {3 

X{[2(3j + 5)cos2 {3 + 2m2 - j(j + 1)sin2 {3 ] 

XPj-6(j-m+ l)cos{3Pj+I}' (C3) 

Substituting Eqs. (C2) and (C3) into (C1), we obtained 

2m [ (j-m)! ]112 
= sin{3 j(j+ l)(j+2)(j-l)(j+m)! 
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x {[ - 3(/ + 5j + 6) + + (3j + 5 + m2)]p,;, 
stn {3 

12(j - m + 1) {3 pm } 
- . 2 COS j+ I • 

Stn {3 
(C4) 

Squaring Eq. (C4) on both sides, integrating over sin {3 d{3, 
and using Eqs. (14), (15), (39a), (39d), (39j), (391), and 
(39k), then we obtained 

Sa" d jm3 d jm3 sin {3 d{3 

= __ 2 __ 6m(/+ 13j+4m2+ 14) 
2j+l j(j+l)(j-l)(j-2) 

4m 
+ j(j+ 1)(j+2)(j+3)(j-l)(j-2) 

X{2(2j + 5)(3/ + 13j + 3m2 + 12) 

+ 3(/ + 3j + m2 + 2)2 - m2(2j + 3) (2j - l)}. 
(C5) 

Therefore, after changingj to J and m to M, we obtained 

S-(JM) = -1- 3M(2J+ 1)(J2+ 13J+4M2+ 14) 
33 , J(J+l)(J-l)(J-2) 

2M(2J+ 1) 

+ J(J + I)(J + 2)(J + 3)(J - I)(J - 2) 
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X{2(2J + 5)(3J2 + 13J + 3M2 + 12) 

+ 3(J2 + 3J + M2 + 2)2 

- M2(2J + 3)(2J - I)}. (C6) 
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Observation versus evolution: A short time theorem for positive 
definite functions, unitary groups, and quantum processes 

Marek Kanter 
1216 Monterey Ave., Berkeley, California 94707 
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The change of state of a quantum process is studied in the limit when the time t between 
observations tends to O. General quantum processes are treated, as represented by a strongly 
continuous group G of unitary operators on a Hilbert space. Observation is defined as the effect 
of a self-adjoint operator A on the state vector. When A has countable spectrum and 
nondegenerate eigenvalues, the limiting change of state (given there is a change) is completely 
characterized. The most interesting special case occurs when the initial state is an eigenvector 
of A not in the domain of the Hamiltonian generating G: the whereabouts of the next observed 
state become infinitely diffuse as t -+ O. The results involve some analytic and geometric facts 
about complex valued positive definite functions. 

I. INTRODUCTION 

A. Motivation 

The development in time of a nonrelativistic quantum 
process can be modeled as a strongly continuous group of 
unitary operators (U(t): tER), where t is time, R is the real 
line, and the unitary operators U (t) act on some Hilbert 
space L. The state of the process at time t is represented by 
the vector tP(t) = U(t)tP, where tP is in L. Many results in 
quantum mechanics depend on getting a good approxima
tion to U (t) for t near O. Our goal is to develop such approxi
mations in order to lay the groundwork for a studyl of the 
limiting effect of infinitely frequent observations on a quan
tum process. 

Our work involves a relatively simple application of von 
Neumann's mathematical formulation of the concept of 
"measurement" or "observation" in quantum mechanics. 
(We use the two words interchangeably.) We postulate that 
an orthonormal basis for L, denoted by {tPj :jEJ}, completely 
determines the result of an observation of the quantum pro
cess: if the quantum process is observed at time t, then its 
state tP(t) is abruptly transformed into tP· with probability 
1 (tPj 1¢J(t» 12. (We shall suppose L is separ~ble to ensure that 
J is countable and we will adopt the usual convention that 
state vectors have norm 1 to force the probabilities to add to 
1.) Von Neumann2 identified the notion of measurement 
with the effect of a self-adjoint operator A on the state vector. 
We treat only the case when A has countable spectrum and 
nondegenerate eigenvalues in order to get concrete results. 
(In our work the observable A corresponding to the basis 
{¢Jj} does not change with time, i.e., we adopt the "Schro
dinger picture." ) 

From a probabilistic point of view, it is natural to define 
the quantities Qjk (t) = 1 < ¢J k 1 ¢Jj (t) W for j,k in J. Since U (t) 
is unitary, the matrix Q(t) = (Qjk(t):j,kEJ) is doubly sto
chastic, i.e., 

(1.1 ) 

for alljo,ko in J. Various quantities derived from Q(t) are 
pertinent to understanding how a quantum process evolves 
when repeatedly subjected to observation. For instance, if 
¢J(O) = ¢Jj , then the number (Qii (t In) r represents the prob
ability that the observed quantum state was tPj at all the times 
SI = tin, S2 = 2t In, ... , Sn = t. (This is called "selective ob
servation" of the state tPr) Another quantity of interest is 
formed by letting Q (n) (s) stand for the matrix product of 
Q(s) with itself n times. The term Q ~n) (t In) represents the 
probability that the observed quantum state is tPj at time t, 
given than it was ¢Jj at time 0 and that observations were 
carried out at the intermediate points sl,s2, ... ,sn _ I' The out
come of the observations at the intermediate times are not 
restricted in any way, hence these observations are called 
"nonselective." Is is of fundamental significance that these 
nonselective observations still affect the evolution of the 
quantum process; in fact 

lim Q~n)(tln) = lim(Qii(tlnW, ( 1.2) 
n_oo n-oo 

under an extra, possibly nonessential, regularity hypothe
sis. I The limit relation in (1.2) indicates that there is no 
distinct.ion between selective and nonselective measurement 
under a regime of infinitely frequent observations. This high
lights a fundamental difference between quantum processes 
and ordinary stochastic processes. 

Previous work on the effect of infinitely frequent obser
vation of a quantum process has been restricted to unitary 
groups U(t) with the property that (Qii (t InW-+ 1 asn-+ 00. 

(This property is known as "Zeno's paradox.,,3) The restric
tions made on U (t) [e.g., non-negativity of Hand continuity 
in tofthe second limit in (1.2)] have been justified on phys
ical grounds. In fact (Qii (t In W does not always tend to 1, 
within the context of a general strongly continuous unitary 
group on L. I Although we do not yet have any physical justi
fication for working in this general context, we believe that it 
is worthwhile to explore all the interesting mathematical 
properties of this beautiful model which has been physically 
fruitful in the past. 
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B. Summary of main results 

The rest of this paper is organized into three sections. In 
Sec. II we will prove our main result, of which we now give a 
special case. We let H stand for the infinitesimal generator 
(Hamiltonian) ofU(t), and we let D(H) stand for the do
main of H. We shall prove, for ¢j not in D(H), that 

lim QJ~I(s) = 0 (for k =l=j). .-0 (1.3 ) 

Here QJ~1 (s) stands for Qjk (s)/(1 - Qjj (s»), the conditional 
probability that the observed quantum state is ¢k at time s, 
given that the observed quantum state was ¢j at time 0 and 
that the observed quantum state at time s differs from ¢j' 
Consequently, when a quantum process is observed to leave 
¢j' its immediate whereabouts are infinitely diffuse. [This 
provides strong intuitive justification for (1.2) in the case 
when ¢jdJ(H).] In the course of establishing ( 1.3) we use 
the key Lemma 2.1, which establishes for ¢£d)(H) that 
[¢(t) - ¢ ]l11¢(t) - ¢II converges weakly to 0 in L as t--O. 
(Remember that, in an infinite-dimensional Hilbert space, a 
sequence of norm 1 vectors can converge weakly to O. ) 

Section III is devoted to establishing some facts about 
the short time behavior of any continuous positive definite 
function <I> ( t) with <I> (0) = 1. These facts will be necessary 
for the proof of ( 1.3) and are of some interest in their own 
right. Our findings about <I> are most conveniently stated in 
terms ofthe well-known spectral representation 

<I>(t) = Seilx dv(x) = E(eiIX
) (for tER), (1.4) 

where v is a probability measure on R and X is a random 
variable with distribution v. For convenience we define the 
parameters c(<I» = (E(X2»)I/Z and 

v(<I» = {(E(XWC(<I»-Z, ~f O<c(<I» < 00, (1.5) 
0, If c ( <1» = 0 or 00. 

[v( <1» is just the square of the reciprocal of the coefficient of 
variation for X.] If <I> (t) is not identically 1, then we will 
show that 

lim(1-I<I>(t)I Z)/2(1 - Re <I>(t») = 1 - v(<I», 
1_0 

( 1.6) 

and that 

lim I I - <I> (tW/(1 - 1<I>(t) 12) = v(<I»/(1 - v(<I»). (1.7) 
1-0 

We will need (1.6) and ( 1. 7) in the case when c( <1» is infi
nite, which is precisely the case when these limits do not 
follow from a straightforward Taylor expansion of <I> about 
t = O. We shall also give an interesting geometric reformula
tion of (1.6) and (1.7). 

Section IV contains a brief discussion regarding the 
physical consequences of our mathematical results. 

II. OBSERVATION VERSUS EVOLUTION 

In this section, we shall demonstrate the limiting rela
tion (1.3) as a consequence of a more general result about 
the change of state of a quantum process a short time after 
observation. In the course of the demonstration we will 
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make use of (1.6), to be proved in the next section. We start 
with a lemma which is basic to all that follows. 

Lemma 2.1: Let (U(t): tER) be a strongly continuous 
group of unitary operators on L with infinitesimal generator 
H.For¢inLandt =1=0 define ¢* (t) = OifU(t)¢ = ¢;other
wise let 

¢*(t) = (¢(t) - ¢»)/II¢(t) - ¢II· (2.1) 

At 0 define ¢* (0) = H¢/IIH¢II if ¢ED(H) and H¢ =1= 0; oth
erwise let ¢* (0) = O. Then ¢* (t) is weakly continuous at 0, 
i.e., for ¢ in L 

lim(¢I¢*(t» = (¢I¢*(O». (2.2) 
1-0 

Proof If ¢ED(H) and H¢=I=O, then plainly ¢*(t) is 
strongly continuous at O. If ¢ED(H) and H¢ = 0, then 
¢(t) = ¢ for all t, so (2.2) holds in that case too. It remains 
only to consider the case ¢£d)(H). We can further simplify 
by assuming that ¢ED(H). [If (2.2) is valid for ¢ED(H) 
then it holds for all ¢o, because D(H) is dense in Land 

I «¢ - ¢o) I¢*(t» I<II¢ - ¢oll 

for all t in Rand ¢o in L. ] 
We can write 

(2.3) 

(¢I¢*(t) = «(¢( -t) -¢)I¢)!II¢(t) -¢II, (2.4) 

where ¢(t) = U(t)¢. We now observe that the function 
<I>(t) = (¢I¢(t» is positive definite; thus it has the "spec
tral" representation (1.4) with 

11¢(t) - ¢lI z 
= 2(1 - Re <I>(t») = S4 sin2e;)dv(x). 

(2.5) 

The hypothesis that ¢dJ(H) is thereby translated into the 
condition 

(2.6) 

and an application of Fatou's lemma4 yields 

lim in~I¢(t) - ¢lllt = 00. 
1-0 

(2.7) 

Furthermore, since ¢ED (H) , there exist ¢' = H¢ in L such 
that 

lim t -I(¢(t) - ¢) = ¢', (2.8) 
1-0 

where the limit in (2.8) is taken in the norm topology on L. 
Combining (2.4), (2.7), and (2.8), we conclude that 
(¢I¢*(t» tends to 0 with t. D 

In order to study the limiting behavior of Q J~ I (t) near 
t = 0 we will mUltiply the denominator in (2.1) by the 
square root of the quotient in (1.6). Division by 0 will not 
occur because of the inequality 

v(<I» <1, (2.9) 

a special case of the Cauchy-Schwartz inequality which 
holds unless the spectral measure v in ( 1.4) assigns all mass 
to one point. [In the exceptional case v(<I» = 1 and 
I <I> (t) I = 1 for all t.] 
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Theorem 2.1: Let (U(t): tER) be a strongly continuous 
group of unitary operators on L with infinitesimal generator 
H, and let {t;6j: jE.!} be a complete orthonormal basis for L. 
Let M; stand for the projection operator onto the sub~pace 
spanned by vectors orthogonal to t;6j' Define the vector t;6j (0) 
via 

A {Ht;6/IIM;Ht;6jll, if t;6j eD(H) 
t;6j(O) = and M;Ht;6j=l=O, (2.10) 

0, otherwise. 

For t =1= 0, define ~j (t) via 

A {O, if t;6j eD(H) and M;Ht;6j = 0, 
t;6j (t) = (t;6j (t) - t;6j)/(1 - Qii (t) )112, otherwise. 

(2.11 ) 

Then the function ~j (t) is weakly continuous from R to L, 
and 

limQJlI(t)=I(t;6kl~j(O)W (for k=l=j). 
1-0 

(2.12) 

Proof We shall first deal with the case t;6j ED(H). Let 
ct> ii (t) stand for the positi ve definite function (t;6j I t;6j (t) ) and 
note that Qii(t) = lct>ii(t)1 2. The assumption on t;6j entails 
the v(ct>ii) = Oin ~ 1.5). We now apply (1.6) and Lemma2.1 
to conclude that t;6j (t) is weakly continuous at t = 0. Fur
thermore, 

Qjll(t) = 1(t;6kl~j(t)W (for k =l=j), 

whence the limit in (2.12) is ° when t;6jED(H). 

If t;6j ED(H), note 

1 -1ct>ii(t)1 2 = IIM;(t;6j(t) - t;6j)1I2. 

(2.13 ) 

(2.14 ) 

Thus the assertions of the theorem follow in the case 
M;Ht;6j=l=O by the same reasoning as used in the previous 
case, except that now we can only assert that v(ct>ii) < 1 in 
accordance with (2.9). 

The case that t;6j eD(H), with M;Ht;6j = 0, entails that 

t;6j (t) = /laj t;6j for some aj in R. The proof of the theorem is 
then a triviality. 0 

III. SHORT TIME PROPERTIES FOR POSITIVE DEFINITE 
FUNCTIONS 

In this section we will demonstrate the "short time" 
properties (1.6) and (1.7) for any continuous positive defi
nite function ct> (t) with ct> (0) = 1. As an interesting geomet
ric consequence we will determine the largest /3 in [0,1] such 
that the complex numbers ct>(t) lie within the complex disk 
Kp for t small, where 

Kp ={z: IZ-/3I<I-/3}. (3.1) 

We shall maintain the convention that the spectral measure 
associated with ct> is v, as given by (1.4). 

Theorem 3.1: Let ct> be a continuous positive definite 
function normalized by the condition ct> (0) = 1, and let the 
parameter v (ct» be defined by (1.5). Given that ct> (t) is not 
identically 1, we claim (1.6) and (1.7) hold. Furthermore 

(a) if 0</3 < 1 - v (ct», then there exist 8 > ° such that 
ct>(t)EKp for It 1<8. 

(b) If there exists 8>0 such that ct>(t)EKp for It 1<8, 
then 0</3< 1 - v(ct». 

Proof The trivial case when ct>(t) is identically 1 is 
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equivalent to the case when c(ct» = ° and can be eliminated 
from discussion. If c (ct» > ° we claim that 

limlct>(t) - 112/2(1 - Re ct>(t») = v(ct». (3.2) 
1-0 

To prove (3.2) we will use Lemma 2.1 in a special context. 
Let L = L 2 ( v), the Hilbert space of complex valued func
tions t;6(x) defined on R, with inner product 

(¢'It;6) = f¢(x)t;6(x)dv(x). (3.3) 

For t/JEL 2( v), define (U (t)t;6)(x) = ei1Xt;6(x). It is clear that 
we can represent ct>(t) as (t;6oIU(t)t;6o), wheret;6o(x) = 1 for 
all x in R; a direct application of (2.2) with t;6 = t;60 and 
¢' = t;60 then yields (3.2). 

We now use the identity 

2/3 (1 - Re ct>(t») + (1 - /3)2 

= 1/3 - ct>(tW + 1 - 1ct>(tW. (3.4) 

Letting /3= 1 in (3.4) yields (1.6) and(1.7) as a conse
quence of (3.2). Furthermore, it is clear from (3.4) that 
ct>(t)EKp for It 1<8 if and only if 

(1 - 1ct>(tW)/2(1 - Re ct>(t»);;;./3 (forlt 1<8). (3.5) 

We thus immediately derive (a) and (b) from (1.6). 
Remark: The limit relation ( 1.7) will be used in Ref. 1 in 

the course of proving (1.2). The same relation is also useful 
for a Fourier analytic treatement of the convergence of 
scaled sums of independent random variables with common 
distribution.5 

IV. DISCUSSION 

It is of interest to consider the possible physical signifi
cance of our results. There are two cases: ( 1 ) when the initial 
state t;60 is in D(H), and (2) when t;6oED(H). 

The task of experimentally verifying (2.12) in the first 
case reduces to preparing a quantum system in state t;60 and 
then, a short time t later, applying an observational proce
dure with possible outcomes {t;6j}' This procedure could be 
repeated many times and the frequency of outcomes in state 
t;6j could be compared with the predicted frequency implied 
by (2.12). An obvious problem is that we do not know how 
small t should be so that Q Jl I (t) is close to its limit. In special 
cases involving quantum mechanical systems with finite-di
mensional state space L (e.g., spin systems) further calcula
tions might clarify the situation. 

The case when t;6oED(H) is harder to implement experi-
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mentally because there is no direct way of preparing a quan
tum system in such a state. For instance, if H were the Ham
iltonian for a free particle, then it would be necessary to put 
the quantum system into a state with infinite energy. One 
approach might be to let the initial state <Po of the system 
have finite energy Eo and then change <Po in such a way that 
Eo -+ 00. Then the verification of (2.12) would involve two 
limits: Eo -+ 00 and t -+ O. The physical results might very well 
depend on the rate at which Eo-+ 00 versus the rate at which 
t-+O, and further mathematical work would be needed to 
clarify this dependence. 
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An ~perator analysis is presented that provides a unified treatment of the SchrOdinger (S), 
Klem-Gordon (KG), and Dirac (D) equations with a Coulomb potential. The analysis uses 
energy shift operators that factorize an appropriate radial equation. This radial equation is 
based on standard results and a recent formulation of the Dirac-Coulomb problem [J. Y. Su, 
Phys. Rev. A 32, 3251 (1985)]. The shift operators yield energy eigenvalues and a formula 
that contains normalized, radial coordinate-space wave functions for the S, KG, and D 
equations. Formulas that contain expectation values for the S, KG, and D equations are 
obtained by applying the hypervirial theorem and the Hellmann-Feynman theorem to the 
radial equation. 

I. INTRODUCTION 

The quantum-mechanical solution for the nonrelativis
tic hydrogen atom was first given by Pauli, I soon after Hei
senberg's discovery of the new mechanics. 2 Pauli's treatment 
is essentially an abstract operator analysis that uses the ca
nonical commutation relations for the position and momen
tum operators, rand p, and is independent of any representa
tion of these operators. 3 His analysis is based on an operator 
(the Pauli-Lenz vector) that alters the angular momentum 
quantum numbers I and m in the kets I Elm). 3 An alternative 
operator solution, which is contained in Pauli's method,4 
uses factorization of a radial equation for the nonrelativistic 
hydrogen atom.5

•
6 This factorization yields shift operators 

for I in the eigenkets lEI) of the radial equation. The shift 
operators are linear in either p or r. 5

•
6 The connection with 

wave mechanics is made by considering either the coordi
nate representation or the momentum representation.6 For 
example, in the coordinate representation the shift operators 
linear in p are the first-order differential operators derived by 
Schrodinger 7 in his study of the factorization method of solv
ing wave-mechanical problems. These differential operators 
have been discussed by several authors. 8

-
12 

The purpose of this paper is to present an operator anal
ysis that provides a unified treatment of the Schrodinger, 
Klein-Gordon, and Dirac equations with a Coulomb poten
tial. The operator calculations mentioned above involve 
transformations between eigenkets with different angular 
momentum, and there does not appear to be any straightfor
ward way of extending them to a relativistic Coulomb prob
lem. 13 An alternative is to consider shift operators for energy 
eigenvalues. In the nonrelativistic case such operators are 
well known. Schrodingerl4 deduced recurrence relations for 
the radial coordinate-space wave functions in spherical co-

d· M 15· or mates. usto mtroduced scaling operators for wave 
functions and generalized Schrodinger's differential opera
tors to obtain abstract shift operators for energy in the non
relativistic hydrogen atom. A similar treatment, based on 
recurrence relations for coordinate-space wave functions in 
parabolic coordinates, has been given by Pratt and Jordan. 16 

These operators have been widely used. 17 

The starting point of the operator method presented 
here is a radial equation that contains, as particular cases, 

the SchrOdinger, Klein-Gordon, and Dirac equations with a 
Coulomb potential (Sec. II). Shift operators for energy in 
the bound-state eigenkets of this radial equation are derived 
in Sec. III. In Sec. IV the hypervirial theorem and the Hell
mann-Feynman theorem are applied to the radial equation, 
and in Sec. V the shift operators are used in an algebraic 
method for calculating energy eigenvalues. 18 The coordinate 
representation is considered in Sec. VI, and the shift opera
tors are used to obtain a formula [Eq. (83) ] for normalized, 
radial wave functions of the Schrodinger, Klein-Gordon, 
and Dirac equations with a Coulomb potential. In Sec. VII 
the operator method is compared with wave-mechanical 
properties of the Coulomb problem and anomalous states 
are discussed. 

The standard wave-mechanical solution to the Dirac
Coulomb equation is rather involved19 and there has been 
considerable interest in simplifying this solution.2°-23 The 
results obtained here are based on an abstract operator anal
ysis that allows a unified treatment of the SchrOdinger, 
Klein-Gordon, and Dirac equations. This operator method 
is straightforward and self-contained; thus, for example, ex
pectation values and normalized wave functions are calcu
lated without using any properties of special functions. 

II. BACKGROUND 

The radial Schrodinger, Klein-Gordon, and Dirac 
equations with a Coulomb potential can be written in the 
form 

[fz-2a~p; + ~ - AaA r-
I + q(q + D)a~ r- 2] IAq) = 0 . 

(1) 

Here r = (ror) 1/2 and Pr = !(i··p + p·i) satisfy the commu
tation relation 

[prol(r)] = - ifz dl. 
dr 

In the coordinate representation 

·fza ·Z-I Pr = - I ar - Inr , 

(2) 

(3) 

and Eq. (1) is a second-order differential equation. The pa
rameters A, a A' q, and 0 are defined in Table I, where 

a = Ze2
( 41T€ofzc) -I (4) 
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TABLE I. The parameters A, aA , q, and oin Eq. (2). The terms a and a are defined in Eqs. (4) and (5). The terms IAq) u and IAq) L are defined in Eq. (10). 

q 
o 

"Ifj= I-!, 11-0. 

Schriidinger 

[ 
a2mc? ] 1/2 

2(mc? -E) 

~IA la 
1 
1 

is the fine-structure constant times Z, and 

a = 41T€ofl2 (Zme2
)-1 

is the Bohr radius divided by Z. 

(5) 

To express the Schrodinger equation in the form (1), 

the operator identity L 2 = r2 (p2 - P; ) is used to eliminate p2 

in favor of P; in the Hamiltonian 

H = (2m) -lp2 - fl2(ma) -Ir-I + me2 . (6) 

Then L2 is replaced with its eigenvalues fl21(1 + 1), to obtain 
the radial Hamiltonian 

HI = (2m)-1 [p; + fl2/(1 + l)r- 2 

- 2fl2a- 1r- 1 + 2m2e2] . (7) 

Let lEI) denote an eigenket of HI with eigenvalue E, 

(HI-E)IEI)=O. (8) 

Equations (7) and (8) yield Eq. (1) for the Schrodinger 
equation where IAq) denotes lEI). Similarly, the radial 
Klein-Gordon equation corresponding to Eq. (8) is 

(H; - [E + fl2(ma) -Ir-I ]2)IEl) = 0, (9) 

where H; = e2p; + e2fl21(1 + 1 )r-2 + m2e4
• Hence we ob

tain Eq. (1) for the Klein-Gordon equation, where IAq) 
denotes lEI). 

If the Dirac equation is multiplied on the left with a 
suitable operator, it yields a radial equation that is quadratic 
in Pro 24 However, not all the eigenkets of this radial equation 
correspond to eigenkets of the original Dirac equation, and 
one has the additional task of projecting out the appropriate 
kets. 24

,25 Recently, SU 23 has used a simple similarity trans
formation of the Dirac equation to derive a radial equation 
that is quadratic inpr and can be expressed in the form Eq, 
(1), An advantage of this method is that the kets IAq) in this 
quadratic equation are also kets of a linear, radial Dirac 
equation. Specifically, IAq) is either IAq) u or IAq) L' which 
are the kets in the transformed, linear, radial equation23 

( 10) 

This considerable simplification provides part of the motiva
tion for the present paper, where we use Su's formulation of 
the Dirac equation. Equation (10) consists of the coupled 
equations23 

(iepr + 'T/fleqr- 1 - 'T/aEq- I) IAq) u 

(11 ) 
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and 

Klein-Gordon Dirac 

[ 
a2E2 ]1/2 

m 2c' _ E2 
~(A 2 + a 2 ) 1I2a 

[(l + p2 _ a2]1 /2 _ ~ 

1 
[(j+~)2_a>]I/2 

forj= I±!o" 
0= += I if IAq) = IAq)u; 
0= ±1 ifIAq)=IAq)L' 

(icPr -7flicqr- 1 + 'T/aEq-I)IAq)L 

= (me - q-I~(j + aZE)IAq)u, (12) 

where q and A are defined in Table I, and 'T/ = + 1 for 
j = I ± !. The radial Dirac equation (1) follows from Eqs. 
( 11 ) and ( 12). It is clear that the ket IAq) denotes IEj) in the 
case of the Dirac equation. 

In what follows, bound states (IE 1< me2
) are consid

ered. Then A and a A are real. We can, without loss of genera
lity, define a A to be positive, as in Table I. Then for an attrac
tive (repulsive) potential, A> 0 ( < 0). In Eq. (1), aA and 
fla A- 1 are, respectively, scale factors for rand P r' The energy 
is given in terms of A by 

E = me2 ( 1 _ !a2A -2) 

for the Schrodinger equation, and 

E = me2 ( 1 + a 2A -2) -1/2 

for the Klein-Gordon and Dirac equations. 

III. SHIFT OPERATORS FOR ENERGY 

(13) 

(14) 

Equation ( 1 ) can be rewritten as an eigenvalue equation 
inq, 

0A IAq) = - q(q + 0) IAq) , 

where 

(15) 

0A = fl- 2rp; + !raA- 2 - AraA-
1 . (16) 

We wish to derive shift operators A 1- that transform IAq) 
into IA ± l,q). Such operators must satisfy 

OA±IAl =AlOA' (17) 

where ° A ± I is given by Eq. (16) with a A replaced by a A ± I 

and A by A ± 1. The former change is a scale transformation 
and we consider it separately. 

Thus we first consider a related but simpler problem. 
Define the operators 

(18) 

which are obtained from 0A by leaving aA unchanged and 
changing A to A ± 1 in Eq. (16). For these we derive opera
tors T l such that 

(19) 

Because ° A is quadratic in P r' and because a A is the same on 
both sides ofEq. (19), we expect that T l are linear inpr' 
Let 
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T=/(r)Pr +g(r). (20) 

From Eq. (18), 
- -I 
OA±I T= TOA + [OA,T] =FraA T. (21) 

The commutator in Eq. (21) is evaluated by substituting 
Eqs. (16) and (20), and using Eq. (2), 

- 2 
OA± I T= TOA + Fo + FIPr + F2Pr' (22) 

where 

Fo = ilia;-I qraA- I - }.) / - rg" + raA- Ig , 

FI = - r/" + raA- I/- 2ifl- Ir 2g', 

F2 = 2ifl- Ir( / - r/,} , 

(23) 

(24) 

(25) 

and/, = d/ /dr, etc. Set F; = 0 (i = 0,1,2) and solve for / 
and g. Then F2 = 0 gives 

/=;"'-Ir , (26) 

where the factor ifl- I has been included for convenience. 
Substituting Eq. (26) in FI = 0 and integrating, we find 

g = + ~raA-I + b, (27) 

where b is constant. Equations (26) and (27) in Fo = 0 yield 
b = ±}.. Thus the operators T l in Eq. (19) are 

(28) 

If there exist operators af that change OA ± I into 
OA ± I ; that is, if 

afOA±1=OA±laf, (29) 

then Eq. (19), when mUltiplied on the left by af, becomes 
Eq. (17) with 

A l = al T l . (30) 

To determine the operators al, substitute Eqs. (18) and 
(16) in (29). This shows that the condition (29) is satisfied 
if 

(31) 

and 

alaAPr = aA± IPral . (32) 

Thus al are scaling operators for the conjugate operators r 
and Pr' Explicit expressions for these scaling operators are 
derived in Appendix A, 

al =cl exp[ifl-Irpr In(aA,/aA,±d] , (33) 

where clare arbitrary constants. We take 

cl = expB In(aA,/aA,± I)] , 

then (al) t af = 1 if r and Pr are Hermitian. Using Eqs. 
(28), (30 )-( 33), and (2), it is straightforward to show that 
the shift operators factorize 0 A, , 

-A]±IAl=OA+}.(}.±l). (34) 

Of particular interest are the special cases in which a 
shift operator annihilates a keto That such cases must exist 
can be seen by allowing both sides ofEq. (34), with}, =}.', 
to act on a ket I}. 'q). Then if}, , is a solution to 

}.'(}.'-1) =q(q+t5) , (35) 

either 

A .t:1}. 'q) = 0, (36) 
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or 

A A-t:_II}.' - l,q) = 0, (37) 

or both of these must be true. If the operator 

n = fl-2p; + !aA- 2 - }.aA- Ir-I + q(q + 8)r- 2 (38) 

in Eq. (1) is Hermitian, then 

(}.ql (A l ) tA ll}.q) 

=}. -I (). ± 1) [}.(}. ± 1) - q(q + 8)] (}.ql}.q) . 

(39) 

(See Appendix B.) Then both Eqs. (36) and (37) are valid, 
and they can be written [see Eq. (B4)] 

T A--; I}. 'q) = 0 (40) 

and 

T / _ I I}.' - l,q) = 0, 

where the possible values of}. , are 

}.± =!± [q(q+t5) +!]1/2. 

(41) 

(42) 

In fact, these are the only values of}, , for which Eqs. (40) 
and (41) are consistent with Eq. (1). [This can be proved by 
multiplying Eqs. (40) and (41) on the left withprr- t and 
substituting Eq. (28).] Thus the possibility}. , = 1 that is 
contained in Eq. (39) for the lowering operation applies 
only if q = 0 or - 8; that is, in the nonrelativistic case (see 
Table I). 

From Eqs. (17), (15), and (39), 

A ll}.q) = aA~ I}. ± l,q) , 

where 

(43) 

aA~ = e±;o [}. -Ie}. ± 1 ){}.(}. ± 1) - q(q + t5)}] 1/2K ± , 

(44) 

K± = [(}.ql}.q)().± l,ql}.± 1,q)-I]1/2, (45) 

and () is a constant. For normalized kets of the SchrOdinger 
and Klein-Gordon equations, K ± = 1. For the Dirac equa
tion, I}.q) in the above denotes I}.q) u or I}.q) L (see Sec. II). 

In terms of these, the Dirac ket is23 

(
i[ al}.q) u - b I}.q) L] I jm,l) ) 

11/I)D= [-bl}.q)u+al}.q)da-rljm,l) , 

where a = cosh !€, b = sinh !€, and 

€=tanh- I [ -1]a(i+a2)-1/2]. 

Thus the normalization D (1/111/1) D = 1 requires 

(a2 + b 2) [u(}.ql}.q) u + L (}.ql}.q) L] 

-4abu(}.ql}.q)L = 1. (46) 

Relationships between the scalar products in Eq. (46) 
can be obtained by multiplying Eqs. (11) and (12) on the 
left by L (}.ql and u(}.ql, 

(mc2 + ~1 + aZq Z Eh (}.ql}.q) L 

= (~1 + aZq Z E - m~) u(}.ql}.q) u , (47) 

(m~+~l +aZq ZE)u(}.ql}.q)L 

= 1]aEq(). -2 - q-2) u(}.ql}.q) u . (47') 

In Eq. (47') we have used Eqs. (54) and (56). Equations 
(46)-(47'), and (14) give 
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and 

).,2-t/ 
u().,ql).,q) L = -! 1Ja 2 2 

q()., + a ) 
(49) 

For Dirac kets the factors K ± are given by Eqs. (45) 
and (48), except that for I q + 1 ,q) L the lowering operation 
(43) is [seeEqs. (39) and (48)] 

(50) 

This completes the discussion of shift operators for ener
gyin the kets ofEq. (1). We now consider some applications 
of these operators and the radial equation ( 1 ). In these appli
cations we assume that 0. is Hermitian. The effect of relaxing 
the Hermitian requirement on 0. is discussed in Sec. VII. 

IV. EXPECTATION VALUES 

The algebraic method of calculating expectation values 
is based on the hypervirial theorem2

6-28: If Iw) is an eigenket 
of 0., and if 0. is Hermitian with respect to Iw) and Wlw), 
then 

(wi [n,W] Iw) = o. (51 ) 

To apply this theorem to the eigenkets in Eq. (1), let 0. be 
given byEq. (38). With W= G(r), Eqs. (51) and (2) yield 

().,qIG'p,-~iIiG"I).,q)=O, (52) 

where G'=dG/dr, etc. Similarly, with W=G(r)p, 
+ WiG' (r), we find 

().,qllG'" + [ - !a,t 2 + ).,a,t Ir-I - q(q + 8)r-2] G' 

+ [q(q+8)r-3-~a,t-lr-2]GI).,q) =0. (53) 

Several useful expectation values can be obtained from 
Eqs. (52) and (53). For example, if G = r s+ 1 we have 

(rSp,) = ~ilis(rS-I) (s# - 1) (54) 

and 

(s + 1) (rS) - 2(2s + 1 »).,a,t (rS- I ) 

- saH.r - 1 - 4q(q + 8) ](r s
-

2
) = 0, (55) 

.where ( ) means ().,ql I).,q). The expectation value ofr sfor 
all integer s> - 1 follows from the recursion relation (55), 

(r- I ) = (Ua,t)-I(Aql).,q) , (56) 

(r) = a,t)" -I [3)" 2 - q(q + 8) ]().,ql).,q) , (57) 

etc. For integer s< - 2 one needs (r- 2
). If)" is a known 

function of q, (r-2) can be calculated in terms of (r- I ) by 
treating)., as a continuous variable and applying the Hell
mann-Feynman theorem29 to 0. 

(~~) =0. (58) 

Consider, for example, IA 'q) defined by Eq. (40), and the 
kets obtained from I)" 'q) by repeated application of raising 
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operators. That is, kets with )., = )., ± + N, where 
N = 0,1,2, .... Then q(q + 8) = (A - N) ()., - N - 1), and 
Eqs. (38) and (58) give 

aa,t 
(U ± - 1 )ai (r-2) = (2a,t) -I a)" ().,ql).,q) 

- ()., ~; - a,t )<r- I
). (59) 

From Eqs. (59) and (56), 

(r-2) = a,t-2[U(U ± - 1)] -I ().,ql).,q) . (60) 

From Eqs. (56), (60), and (1), 

(p;) =!lj2a,t-2(1-U± ().,± -1) 

X{).,(U± _1)}-I]().,ql).,q). (61) 

We can also treat the fine-structure constant a as a con
tinuous variable and apply the Hellmann-Feynman 
theorem to 0.: 

0= (an) = / J... aa,t-2 _ r- I a().,a,t-I») . 
aa \4 aa aa 

This yields Eq. (56). It is clear that Eqs. (56), (60), and 
(61) depend only on the assumption that 0. is Hermitian. 

For the SchrOdinger and Klein-Gordon equations, the 
results (54), (55), and (59) have been obtained before27

,28: 

we see that they apply also to the transformed Dirac equa
tion and that the calculations can be performed in a unified 
manner. For the Dirac equation, the above expectation val
ues are with respectto the kets I).,q) u and I).,q) L in Eq. (10). 
It is also useful to calculate u().,qlf(r)l).,q)L' This can be 
done using Eqs. (11), (12), and the above expectation val
ues. For example, multiplying Eq. (11) on the left by 
u().,qlr, and using Eqs. (54) and (57), we have 

u().,qlrl).,q)L =~aa(1 +a2
)., -2)-1/2[ -~+1Jq 

- ~1Jq-I{3)" 2 - q(q + 8)}] u ().,ql).,q) u . 

(57') 

Expectation values with respect to the Dirac kets If/!) D can 
be obtained from the above results (see Sec. V). 

Because (r) is real, it follows from Eq. (57) and Table I 
that q must be real; thus we have the restrictions a<! and 
a< 1, respectively, for the Klein-Gordon and Dirac equa
tions. 

V. ENERGY EIGENVALUES 

A normalizable eigenket I).,q) of the operator 0. is a 
bound state of an attractive Coulomb potential if)., > O. Sup
pose there exists such a ket with ).,>).,+ + 1. For the se
quence 

Ai I).,q) , A i_IA i I).,q),···, (62) 

there are three possibilities; either it terminates at)., , = ).,+' 

or at)., , = ).,_, or it does not terminate at all (see Sec. III). 
We now examine which of these possibilities ensures non
negativity of the norm in the sequence (62). The kets in (62) 
will have non-negative norm provided 

(63) 
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does not become negative [see Eqs. (39) and (42)]. 
(i) For the SchrOdinger equation, A+ = / + 1 and 

A_ = -I. If 1>1, F(A) <0 in (1,1 + 1). Therefore (62) 
must terminate at A+, and the possible values of A are 
A+ + N (N = 0,1, ... ). If 1=0, F(A) = (A _1)2. Now a 
normalizable s state with nonintegral A cannot exist because 
from any such state one could obtain a normalizable p state 
with nonintegral A.30 Thus for s states (62) terminates at 
A=1. 

(ii) For the Klein-Gordon equation, A ± =! 
± [(l+p2_ a2]1/2. If 1>1, F(A) <0 in (A_,O) and 
( l,A + ). Therefore all sequences (62) that do not termi
nate at A+ will produce a ket for which F(A) <0. If 
1=0, F(A) <0 in (0,!-HI-4a2j1/2) and 
(! +![ 1 - 4a2] 1/

2,1). These intervals are too small to con
clude that (62) must terminate at A +. However, if (62) does 
not terminate it will contain kets with A < 0; that is, kets for 
which the expectation value of the positive-definite operator 
r- 1 is negative [see Eq. (56) ]. Therefore, for these kets, one 
or both of the assumptions made in Sec. IV must be wrong: 
either n is not Hermitian or the kets are not normalizable. 
Similarly, if (62) terminates at A_, from Eq. (61), 

(A_q\p;\A_q) = -!(1-4a2)- 1/2Ifa,t-2(A_q\A_q) 
(64) 

is negative, which contradicts the assumption that P, is Her
mitian. The properties of s states for which (62) does not 
terminate at A + are discussed in more detail in Sec. VII. 

(iii) For the Dirac equation, A+ = q + 1 if 8 = 1 and 
A + = q if 8 = - 1. For the kets \Aq) L> the sequence (62) 
must terminate at A' = q + 1 [see Eq. (50)] and therefore 
A = q + 1, q + 2, .... This result and Eqs. (11) and (39) 
show that for the kets \Aq) u, A = N + q + 1 if 8 = 1, and 
A = N + q if 8 = - 1 (N = 0,1, ... ). These results and the 
various transformations of the Dirac kets are depicted in Fig. 
1. 

To summarize: the normalizable eigenkets \Aq) of the 
Hermitian operator n are those with 

(a) 

&=-1 

5=1 
(b) 

&=1 

A = N + ! (1 + 8) + q (65) 

• ...--...-.~ - - - u 

1 1 
e-e- --- L 

FIG. 1. Schematic illustration of transfonnations for Dirac kets: (a) for 
j = I + !, (b) for j = 1- !. The transfonnations depicted by vertical arrows 
are between IA.q) u and IA.q) L; they are effected by the operators in Eqs. 
(11) and (12). The transfonnations depicted by horizontal arrows are 
between IA.q) u and 111. ± I,q) u, etc.; they are effected by the shift operators 
AA ± in Eq. (43). The values oCA. and n are from Eqs. (65) and (70). The 
parameter c5 is defined in Table I. In (b), the ket Iqq) L does not exist because 
of the nonnalization condition (49). 
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(N = 0,1, ... ), except that for N = 0 andj = I-! the Dirac 
ket I qq) L does not exist. The latter restriction is a conse
quence of the normalization condition (48). 

We can now write down the energy eigenvalues. Equa
tions ( 13), (14), (65), and Table I yield the standard formu
las 

E = mc?( 1 - !a2n-2) (66) 

for the Schrodinger equation, and 

E = mc?(1 + a 2 [n -/- ! + ~ (I + !)2 _ a2 ] -2)-1/2 
(67) 

for the Klein-Gordon equation, where 

n = N + / + 1 (= 1,2, ... ) . (68) 

For the Dirac equation 

E = mc?(1 + a 2[n _ j _! +~ (j + !)2 _ a2 ] -2)-1/2, 

(69) 

where 

n = N +!(1 + 8) + j +! (= 1,2 ... ) (70) 

and n#j +! ifj = I-!. 
It is interesting to compare the quantization condition 

Eq. (65) with that given by the WKB approximation. 31 This 
approximation, as refined by Kemble32 and Langer,33 pro
vides the quantization rule 

r'2 (p;+!-Ifr-2)1/2dr=1T(N+~)Ii, (71) 
),. 

where r l and r2 are the zeros of the integrand, and 
N = 0,1, .... In our case, p; is found by setting n = 0 in Eq. 
(38). Then Eq. (71) yields Eq. (65),34 but without the re
striction on the Dirac ket \ qq) L • 

For the Dirac equation, expectation values with respect 
to the kets IAq) u and IAq) L were obtained in Sec. IV. The 
expectation value with respect to the Dirac ket It/!) D (see 
Sec. III) can be obtained from these results. For example 

D (t/!Ir\t/!> D = (a2 + b 2)( u(AqlrIAq) U + L (Aq\rIAq) L) 

- 4abu (AqlrIAq) L . (72) 

Substituting Eqs. (57), (57'), and the values of a and b given 
in Sec. III, this yields 

(r)D =!a(1 +a2A -2)-1/2[3A2_q2 

-l1q(1 + a2q-2) 1/2(1 + a 2A -2)1/2 + 2a2] , 

(73) 

where A = n - j - ! + q, and 11 = =F I for j = / ±!. Simi
larly for the other expectation values in Sec. IV. 

VI. COORDINATE-SPACE WAVE FUNCTIONS 

The shift operators a,t± T f obtained in Sec. III are used 
to calculate the radial coordinate-space wave functions, 
fP;.q (r). For this purpose, the effect ofthe scaling operators 
af on these wave functions must be determined. Let 

a,t±fP,tq(r) =8ffP,tq (~r), (74) 
a,t±1 

where 81 are real and independent of r andp,. The norm, 
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fIJ 1f1JA.q~ dr, 

must be invariant under the transformation (74). Thus 

8} = (aA./aA.± 1)3/2. (75) 

In the coordinate representation Eq. (40) is 

(r~ + ~ raA.~ I - A.' + l)flJA.'q (r) = 0, (76) 
dr 2 

and the solution normalized to unity is 

( ) -3/2 
flJA.'q r =aA.' 

X [r(u ' + 1)] -1/2(r/aA.' )A.' - Ie - r/2a", . 

(77) 

It is convenient in the following derivation of flJA.q (r) to use 
wave functions normalized to unity; for the Dirac wave func
tions, the normalization is corrected to (48) by including an 
appropriate factor in the final result [the factor M in Eq. 
(84) J. From Eq. (43), 

At+N_I"·AA.+;+IAA.+;flJA.'q(r) 

=aA.+;+N_I,q"·aA.+;+I,qaA.+;qfIJA.'+N,q(r). (78) 

To evaluate the coefficient on the right-hand side of Eq. 
(78), use Eqs. (44) (with K ± = 1) and (35), 

a+; = ei8 [N(A.' + N)(U' + N - 1) ]112 
A. +N-I,q A.' + N - 1 . 

Thus 

aA.+; + N _ I,q' • ·aA.+; + l,qaA.+;q 

= eiN8 [N!(A.' + N)(U ')(U' + 1) 

". (U' + N - 1)/A.'J 1/2. 

(79) 

(80) 

The left-hand side ofEq. (78) contains N scaling operators. 
These can be removed by first commuting them to the right 
of the operators T A.+; + N _ I ... T A.+;' using Eqs. ( 31) and 
(32), and then using Eqs. (74), (75), and (77): the left
hand side ofEq. (78) simplifies to 

aA.~~~[nU' + 1)]-1/2DN"'D2Dlxt'-le-X12, (81) 

where Dk =xd/dx - ~ +A.' + k and x = r/aA.'+N' The 
differentiations in (81) are readily performed (Appendix 
C), 

D N' "D2D lxt'-le -X12 

= (U ')(U' + 1) ,,·(U' +N - 1) 

X[l+ (-N) x+'" 
U' 

+ (-N)( -N+ 1)"'( -1) XN] 

U'(U'+1)"'(U'+N-1) N! 

X xt' -le -x/2. (82) 

The polynomial in square brackets in Eq. (82) is the conflu
ent hypergeometric function, IFI ( - N;U ';x). 35 Collecting 
the above results we have 
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flJA.q (r) = CA.q (r/aA.)A' - Ie - r/2a" IFI ( - N;U ';r/aA.) , 
(83) 
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where A. = A.' + N, A.' = q + ~(1 + 8), N = 0,1, ... , 

CAq = e- iN8aA.-312[r(U' + N) p/2 

X [N!U{nU ')}2J- 1/2M. (84) 

For Schrodinger and Klein-Gordon wave functions that are 
normalized to unity, M = 1. For Dirac wave functions the 
normalizations (48) require 

M= [2(1 +a2A. -2)1/2J-1/2[( 1 +a
2
q-2 )112 + 1]112 

1 + a 2A. -2 - , 

(85) 

where the upper (lower) sign applies to the upper (lower) 
wave function in Eq. (10). 

The quantities N, A. " and a A in Eq. (83) can readily be 
written in terms of quantum numbers (see Sec. V). In the 
SchrOdinger and Klein-Gordon wave functions, 
N = n - / - 1. In the SchrOdinger wave functions, 
A. ' = / + 1 and a A. = !na. In the Klein-Gordon wave func
tions, 

A.' =! + [(I + p2 - a2 p/2 

and 

aA. = ~([n -/-! +~(l + pz _aZ ]2 +a2)1/2a . 

The upper and lower components of Dirac wave functions 
yield sequences (62) that terminate at different values of A. 
(see Sec. V). Thus if j = / +~, for the upper component 
A. ' = q and N = n - j - ! in Eq. (83); for the lower compo
nentA.' = q + 1 and N = n - j - ~ [see Eq. (70) J. Similar
ly, ifj = / - ~. Thus forj = / ± !, the bound-state wave func
tions in Eq. (10) can be written 

Inj) = (fIJ;) , (86) 
fIJ nJ 

where 

C:i;: =e- i(N-I/2±112)8a -:-312 
n} nJ 

X[ 17'±r(N+FF!+2q) ]1I2 M ± 

N!2(N + q){r(2q + 1 + 1)p nj , 

(88) 

(89) 

(90) 

p = r/anj , N = n - j -~, 17'+ = 1, 17'- = N, and 7J = =+= 1 
for j = / ± !. The phase () in Eq. (88) is not arbitrary: it is 
fixed by the choice of phase in Eqs. (11) and (12), and one 
can readily show that () = ~ (1 - 7J) 17'. 

SU23 has used properties of the confluent hypergeome
tric function to obtain similar expressions for the radial wave 
functions of the transformed Dirac-Coulomb equation. The 
wave functions of this transformed equation are23 
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( 

. ± I ) .Il = Up nj Xjm 
'f' Of A I ' tp nj a-rXjm 

(91) 

where U j are Pauli matrices. The solutions of the original 
Dirac-Coulomb equation are more complicated,19 and are 
related to "" by the similarity transformation23 

'" = (cosh(€12) + ipa 'isinh(E/2) )-1",' , (92) 

where a j and p are Dirac matrices, and € 
= tanh- I [ - a1J-I(j +!) -I]. 

VII. DISCUSSION 

It is interesting to compare the operator analysis pre
sented here with wave-mechanical properties of the Cou
lomb problem. In the coordinate representation of wave me
chanics, Eq. (1) is a second-order differential equation. For 
the Klein-Gordon and Dirac equations, the (unnorma
lized) solutions that vanish at r = 00 are36 

(~) = r(1-U_) F(A -A' U .~) 
tp;'q a;. r(A+ -A) I I - , -, a;. 

( )

il-I 
X ~ - e-rl2aA 

( )

il-I r + - r/2aA 
X - e . 

a;. 
(93) 

It is straightforward to show that37 

A;: tpilq (ria;.) = (A - A_)(A - A+ )tpil- I.q (rlail _ I ) 

(94) 

and 

A L I tp;. _ I,q (ria;. _ I) = (A - A_)(A - A+ )tp;.q (ria;.) , 

(95) 

where 

A l = I:1l (r :r + ~ ra;.- I ± A + 1) , (96) 

and I:1l are given byEqs. (33) and (3). When A = A±, Eqs. 
(94) and (95) are the differential forms of Eqs. (40) and 
(41 ). 

The quadratic integrability of the wave functions (93) 
depends on their behavior as r ..... O. The confluent hypergeo
metric functions in Eq. (93) are well-behaved, for all values 
of A, as r ..... 0.36 Because A_ <A+, the first term in Eq. (93) 
dominates as r ..... O, and tp;'q -rA- - I. Thus if A_ < - ~,tp;'q is 
quadratically integrable only ifthe first term in Eq. (93) is 
zero. This restricts the values of A + - A to the poles of 
r(A+ - A); that is, 

A=N+A+ (97) 

(N = 0,1, ... ). WiththesevaluesofA the wave functions (93) 
are, when normalized, identical to the Klein-Gordon and 
Dirac wave functions given by Eq. (83) with A ' = A+. For s 
states of the Klein-Gordon equation, A _ > -! (Sec. V) 
and the wave functions (93) are quadratically integrable for 
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all values of A, including A < O. The existence of these 
"anomalous states" (quadratically integrable states with 
A =1= N + A + ) has been noticed before, 38 and bound s states of 
the Klein-Gordon equation with a repulsive Coulomb po
tential (s states with A < 0) have been used in a model of the 
electron.39 The anomalous s states with A = N + A_ in Eq. 
(93) are, when normalized, identical to the solutions (83) 
for s states of the Klein-Gordon equation with A ' = A _. 
Anomalous states are not confined to the Klein-Gordon 
equation: if half-integral values of orbital angular momen
tum are admitted, there are anomalous states of the Dirac 
equation with j = 0.39 

Next we consider whether the operator !l [Eq. (38) ] is 
Hermitian with respect to the wave functions (93). The op
erator!l is Hermitian on a subspace of L 2(0,00). This sub
space, L I ,/, consists of quadratically integrable functions 
tp(r) that satisfy the condition r Il2tp(r) ..... 0 as r ..... 0. 40 The 
wave functions (93), with A given by Eq. (97), belong to 
L I ,/, but the anomalous s states of the Klein-Gordon equa
tion do not. Another feature of these anomalous states is that 
they do not have a satisfactory nonrelativistic limit. For ex
ample, for the anomalous Is state, A = A _ : in the limit a ..... 0, 
A_:::::a2 (Sec. V), and thereforeE:::::amc2 [Eq. (14)], and 
(r) :::::~aa [Eq. (57)]. This behavior occurs because the non
relativistic anomalous states are not solutions of the Schro
dinger-Coulomb equation.38 

For the Schrodinger-Coulomb equation, the solutions 
that vanish at r= 00 are different from Eq. (93).36.41 The 
quadratically integrable wave functions are those with A giv
en by Eq. (97): they are identical to the Schrodinger wave 
functions given by Eq. (83) withA' = A+. The operator !lis 
Hermitian with respect to these wave functions. 

Thus the quadratically integrable wave functions of the 
Hermitian operator !l are, when normalized, identical to 
those obtained in Sec. VI by the operator method. If the 
condition that !l be Hermitian with respect to these wave 
functions is relaxed, one has, in addition, anomalous s states 
for the Klein-Gordon equation. 

APPENDIX A: DERIVATION OF EQ. (33) 

We derive explicit expressions for operators I:1l that 
perform the scaling operations (31) and (32). Because I:1l 
commute with rpr' we expect that they are functions of rpr' 
Consider the operator 

00 

l:1(rpr) = L bn (rpr)n, 
n=O 

where bn are independent ofr andpr. From Eq. (2), 

r(rpr)n = (rpr + ifz}nr 

and 

Pr (rpr)n = (rpr - ifz)nPr . 

Therefore 

rt::.(rpr) = l:1(rpr + ifz)r 

and 

Prt::.(rpr) = t::.(rpr - ifz)Pr . 
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Equation (A 4) will be the scaling operation (31) if 

fl.(rp, + iii) = (a,t±I/a,t)fl.(rp,). (A6) 

The solutions to (A6) are 

A ± ( ) ± (/ )HI-"Pr (A7) ~,t rp, =C,t a,t a,t±1 , 

where cl are arbitrary constants. Similarly, (AS) and (32) 
yield (A 7). Hence we obtain Eq. (33). 

APPENDIX B: PROOF OF EQ. (39) 

From Eq. (30) and (fl.f )tfl.f = 1, 

«Al)tA,t±) = «Tl)tTl)· 

The adjoint ofEq. (28) is 

(B1) 

( T l ) t = - T I - 1 . (B2) 

Substituting Eqs. (28) and (B2) in (B 1 ), and using Eqs. (2) 
and (15), 

«T l )tT l) 

= ( - 2i1i- 1rp, ± ra,t-I + A. 2 +,1 - q(q + D» . 

Equations (B3), (54), and (57) give 

« T ,t± ) tTl) = A. -1 (A. ± 1) 

(B3) 

X [1i(1i ± 1) - q(q + D)] (liqlliq) . 

(B4) 

Equations (B1) and (B4) yieldEq. (39). 

APPENDIX C: PROOF OF EQ. (82) 

We use induction to prove Eq. (82). The result is ob
viousifN= 1. InEq. (82) theterminxn+,t'-I (n<.N) is 

an (N) = U '(U' + 1) ... (U' + N - 1) 

X[( -N)( -N+ 1)"'( -N+n-1) xn] 
U '(U' + 1) ... (U' + n - 1) n! 

X ~'-Ie- (l12)X, 

ao(N) = U '(U' + 1) ... (U' + N - 1)~'-le- (1I2)x. 

If Eq. (82) is multiplied on the left by DN+ 1 = xd /dx 
-!x + Ii' + N + 1, the term in xn+,t' -I is (for O:;6n<.N) 

(n + Ii' - 1 )an (N) - xan _ 1 (N) + (Ii' + N + 1 )an (N) 

=U'(U'+ 1)"'(U'+N-1) 

X [ (U' + N)( - N - 1) 

X (- N)( - N + 1) ... ( - N + n - 1) xn] 
U'(U'+1) .. ·(U'+n-1) n! 

= an(N + 1) , 

If n = 0, the result is 

(Ii ' - 1 )ao(N) + (Ii ' + N + 1 )ao(N) = ao(N + 1) . 

Finally,DN + 1 onEq. (82) also produces a term -xaN(N) 

= aN + dN + 1). 
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The spherically symmetric distribution of a dissipative fluid with nonvanishing bulk as well as 
shear viscosity is discussed. The cosmological constant is included in the field equations for 
more generality. The junction conditions are applied at the boundary of the sphere to match 
with the exterior Schwarzschild metric to yield the condition T: = O. In the presence of the 
bulk viscosity alone spatial homogeneity demands the vanishing of shear as well as the 
conformal flatness of the space-time. On the other hand, nonzero shear viscosity along with the 
uniform density assumption result in a unique temporal behavior of the matter density 
increasing always in the course of time. 

I. INTRODUCTION 

A widely accepted cosmological model at present is 
Friedmann's homogeneous and isotropic expanding uni
verse, which assumes a continuous distribution of perfect 
fluid. Recently, however, the idea of introducing dissipative 
mechanisms in the fluid at a certain stage has motivated 
many authors to study the effects of viscosity, heat conduc
tion, etc., in the dynamics of cosmological models. In 1968, 
Misner l suggested that the neutrino viscosity could be an 
efficient mechanism by means of which arbitrary initial ani
sotropy dies away rapidly as the universe expands. The bulk 
viscosity coefficient has been used by Klimek2 and later by 
Murphy3 in order to construct a singularity-free isotropic 
and homogeneous cosmological model. Belinsky and Kha
latnikov4 studied qualitatively the role of both bulk and 
shear viscosities in the singularities and the behavior in 
asymptotic limits. One of their interesting results is the pos
sibility of the creation of matter in the course of evolution by 
the gravitational field. The dissipative mechanisms not only 
modify the nature of singularities but also can successfully 
account for the large entropy per baryon in the present uni
verse.s The dissipative phenomena may playa quite signifi
cant role in the process of galaxy formation and gravitational 
coHapse as well; more extensive investigations in this field 
are needed. It may therefore be useful in the above context to 
extend at the first stage the study of the dynamics of a spheri
cally symmetric distribution of perfect fluid as discussed by 
Misner and Sharp6 and that of Glass 7 in the presence of dissi
pative effects due to shear and bulk viscosities. In the energy 
momentum tensor, therefore, some additional terms due to 
dissipative phenomena8 are incorporated. The conditions of 
fit at the boundary are also explicitly derived, which may be 
relevant in the problems of gravitational collapse for a 
bounded distribution. 

In Sec. II the stress energy tensor is explicitly written 
and the corresponding field equations are given in a comov
ing coordinate system for the spherically symmetric metric. 
The total energy scalar m (r,t) and also the free gravitational 
energy within a comoving radius r are computed. These are 
generalizations of the expressions given in the paper of Glass 
for a perfect fluid. The main result stressed in this section is 
arrived at by applying the junction conditions of Israel9 at 
the boundary of the sphere, where the interior fits with the 

external Schwarzschild metric. The continuity of the first 
and second fundamental forms demand that at the boundary 
T: = 0 or, in other words (p - SO)2 = 1I'TJ2UZ, where sand 
'TJ stand for the bulk and shear viscosity coefficients, and 0 
and UZ represent the expansion and shear scalars, respective
ly. For a perfect fluid the result reduces simply to the vanish
ing of pressure at the boundary. 

In Sec. III some general results are derived for a viscous 
fluid sphere and are compared with those of a perfect fluid. 
One of these results is that if the fluid has only the bulk 
viscosity and it is spatially homogeneous the sphere will have 
isotropic motion. This is an interesting generalization of the 
theorem of Misra and Srivastava 10 for a perfect fluid case. 
The additional information we obtain from the present treat
ment is that the metric in this case is also conformally flat. 

In Sec. IV we start with the assumptions of a spatially 
uniform fluid density but nonzero shear and bulk viscosity 
coefficients. It is found that in this case a positive shear vis
cosity coefficient restricts the matter density increase mono
tonically with time, which in turn leads to the result that the 
spherical surface at each comoving radius can only decrease 
in time, exhibiting the irreversible character of the dynamics 
of a viscous fluid. 

II. FIELD EQUATIONS AND THE MATCHING AT THE 
BOUNDARY 

The general time-dependent spherically symmetric met
ric can be expressed in the form 

d~ = eY dt 2 - tI dr - eI"(d0 2 + sin2 0 d4i) , (2.1) 

where v, A., andp, are functions of both the radial coordinate 
and time. The energy momentum tensor for a viscous fluid is 

(2.2a) 

with 

p=p - sO (2.2b) 

and 

UI-'V = ~(vl-';Y + vv,1-' ) - jO(gl-'Y - vI-' vy ) - ! (vI-' Vy + vyvl-')' 
(2.3 ) 

where vI-' = V;~VA. is the acceleration. In the abovep andp 
stand for the matter density and the thermodynamic pres
sure, respectively, 'TJ and S for the shear and bulk viscosity 
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coefficients, respectively, and (J for the expansion scalar. In 
comoving coordinates, If' = e- vI215b, and one thus obtains, 
from (2.3), 

1 2 2 2 3 1 -VI2(; • ) CT1 = - CT2 = - CT3 = ~e /I, - P . (2.4) 

The expansion and shear scalars are therefore given by 

(J = e-V12 (A /2 + M (2.5) 

and 

cr = !cI'vCTJ'v = -be-V(A - M2, (2.6) 

respectively. The Bianchi identity TJ'~v = 0 leads to the fol
lowing equations: 

e-V12p + (p + p)fJ - 41/cr = 0, (2.7) 

, ( , v') 
p' + ~ (p + p) - (21/CT: )' - 21/CT: 3~ +"2 o. (2.8) 

Now Einstein's field equations can be explicitly written in 
the form 

(
1':2 p'v') 

81T(p - 21/CT: ) = - e-J' + e-A 4 + -2-

(2.9) 

- e- v0 + Vi? - jl:) + A, (2.10) 

+ Av + jlv) + A, 
4 4 

0= 2jl' - p'(A - M - v'j.L 

(2.11 ) 

(2.12) 

In the field equations given above the cosmological constant 
A has been included for generality. The two scalars, namely, 
the energy scalar within a definite comoving r at any instant 
and the conformal curvature scalar, are invariantly defined 
as (see Glass) 

m (r,t) = ~e3l'j2RaPrpS as P1/Arf(S liSli 1/u1/u) -I (2.13) 

and 

tP2 = ~CaPrpSaSP1/rrf(sliSli1/u1/u)-I, 

respectively, with respect to the two vectors 

sa = (0,0,1,0), 1/a = (0,0,0,1). 

(2.14) 

One can easily compute the Riemann curvature tensor com
ponent R 2323 and the only independent component of the 
Weyl curvature tensor C2323: 

R 2323 = eIIsin2 (J [1_je(J'-A)p'2 + !e(J'-V)jl2] (2.15) 

and 
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(2.16) 

so that, in view of (2.13) and (2.14), m and tP2 are explicitly 
written as 

m (r,t) = !eII/2 _ ie(3J'12 - A)p,2 + ie(3J'/2 - V)jl2, 

and 

.1. - _ I[e-I' + e-A(L _ ~ - ~ 
'1'2 - 0 2 2 4 

A 'p' A'v' p'v') --+-+-
444 

+ e- v
( _ ~ _ A: _ A: + jl: 

+~ + A4
2

)]. 

(2.17) 

(2.18 ) 

Differentiating (2.17) with respect to t and r, one obtains 

m = i(e3J'/2) . [e-J' + e-A{ -lu,2 - !(p'/jl)(2jl' - Ap')} 

+ e-V(,u + ~2 - jlv/2)], (2.19) 

m' = !(e3J'12) [e-J' + e-A( - p" -lu'2 + !A. 'p') 

+ e-v{~2 + !(jl/p') (2f.t' - v'M}], (2.20) 

respectively. Now using the field equations on the right
hand sides of (2.19) and (2.20) it is not much more difficult 
to show that time and space derivatives of mare 

m= - (41T/3)(R 3)·(p-21/CT: -A/81T) (2.21) 

and 

m' = (41T/3)(R 3)'(p + A/81T) , (2.22) 

where R stands for eJ'l2. The above two expressions may be 
said to be generalizations, for a viscous fluid in the presence 
of the cosmological parameter, of what has been done for a 
perfect fluid by Glass. Similarly we can now attempt to gen
eralize the equation obtained by Glass for a perfect fluid 
connecting the matter density p with the two scalars m and 
tP2' viz., m + tP2R 3 = (41T/3 )pR 3, in the more general situa
tion under consideration. Combining (9), (17), and (18) 
one obtains 

41T ( A 3tP2) 3J'/2 m(r,t) =- p+--- e 
3 81T 41T 
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Again subtracting (2.10) from (2.11) one has 

161T7l(0": - ~) 

_ -..t[It" V"V'2 A 'It' A 'v' It'v'] 
=e I'+e 2+2+4-7--4---4-

-v[il p,2 X A 2 Ap, Av p,v] 
+e 2"+2"-2-4-4+4-4 

(2.24) 

and finally substituting (2.24) in (2.23) one obtains 

41T ( A 3f/12 I ) 3 m(r,t)=-p+---+3TWI R. 
3 81T 41T 

(2.25) 

The quantity - f/l2R 3 is said to be the free gravitational ener
gy within the spherical surface of radius r and will hence
forth be denoted by E (see Glass). The space-time deriva
tives of E can now be expressed as 

E= - (41T/3) [,oR 3 + (p + p - 27]0"1)(R 3) . 

(2.26) 

and 

(2.27) 

In what has been said before we have generalized some of the 
results of Glass introducing additional properties of the fluid 
such as viscosity and the presence of a cosmological param
eter. Now we proceed to derive conditions of fit at the bound
ary of the sphere with the exterior Schwarzschild metric. In 
doing this we apply the junction conditions of Israel that 
utilize the matching of the first and second fundamental 
forms at the boundary. 

The hypersurface ~ divides the space-time into two re
gions V - the interior and V + the exterior of the sphere, both 
of which contain ~ as their boundary surface. The intrinsic 
metric ~ is given by 

dsi =dr-x2(r)(d(}2+sin2(}d<p2). (2.28) 

When approaching ~ in V - and V + the continuity of the 
first and second fundamental forms demands 

(2.29a) 

and 

(2.29b) 

respectively, where K! is the extrinsic curvature at the 
boundary ~ in V ± . It is given by (Eisenhart II) 

K ± - n± a2x~ n± (ra ) (ax"± )(axV± ) 
ij - a af af/lj + a I'V ± af af/lj' 

(2.30) 

where the t/ls stand for intrinsic coordinates at the boundary 
surface and n ± for the normal vectors to ~ in the coordinates 
x~ , respectively. The comoving boundary of the interior 
region described by the line element (1) is given by 

f(r)=r-r~=O, (2.31) 

where r~ is a constant and the unit normal vector to ~ is 
- - (0 (112)..t(,,,,t) 0 0) na - ,e ". 

The junction condition (2.29a) yields, in view of (2.1) and 
(2.28), 
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R(r~,t)+X(r) and e(1/2)V(,,,,t)(:;)=1. (2.32) 

Now the extrinsic curvature component K 89 can be comput
ed with the help of (2.30) and (2.32) yielding the result 

K i6 = - (e-..t 12RR 'h. (2.33) 

Following Misner, as mentioned earlier, we now write 
U = e- v12R, so that we have, from (2.17), 

e-..t = (1 + U2 _ 2mIR)(R ')-2 

and thus (2.33) can be written as 

K i6 = - R~(1 - 2m(r~,t)IR~ + Ui)I/2. (2.34) 

The exterior space-time is described by the Schwarzschild 
metric: 

d;'+ = (1- 2M Ir)df2 

- (1 - 2M Ir) -Idr - r(d(} 2 + sin () d<p 2), (2.35) 

where rand f are the radial and time coordinate, respective
ly, and M is the usual Schwarzschild constant mass param
eter. The equation of the boundary surface ~ is now given by 

f(r,f) = r - r~ (f) = O. (2.36) 

The unit normal vector on ~ described in terms of the exteri
or metric is now 

n - 1-- - 1-- --+ _ [( 2~ ( 2~ - I (ar~ )2] - 1/2 
a r~ r~ dt 

x [ - (~; ),1,0,0]. (2.37) 

It should be noted that the Schwarzschild radial coordinate ,. 
is different from the comoving radial coordinate in the interi
or. The junction condition (2.29a) yields 

r~ (f) = X( r) (2.38a) 

and 

Using (2.38b) in (2.37) we obtain 

na+ = [ - ( ~: ) .( :: ),0,0 ]. (2.39) 

One can now compute K ~ from (2.30), 
(2.39) and obtains the following relation: 

(2.38a), and 

K~ = -r~(I- :~( df) . 
f~) dr ~ 

(2.40) 

From the definition of U it is now evident that one can write 

(2.41 ) 

Since 

U~ = dr~ = ar!:, (df), 
dr dt dr 

one can write, in view ofthe relation (2.38b), 

- = I--=- I--=-+ Ui ( 
df) ( ~ - I [ 2M ] 1/2 
dr ~ r~ r~ 

(2.42) 
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and the result (2.40) can thus be expressed as 

K iJ6 = - r~ [1 - 2M I r~ + Ui ] 112. (2.43) 

So the matching condition of (2.34) and (2.43) at the 
boundary immediately yields the result 

m(r~,t) =M, 

which in turn leads to the relation 

m(r~,t) = o. 

(2.44 ) 

(2.45 ) 

This result, again in view of (2.21) and ignoring the cosmo
logical constant A locally, is in effect at the boundary, 

p - 21/0": = 0, (2.46) 

which can be written in an invariant form 

p2 =¥1/cr. (2.47) 

Again for a perfect fluid this is equivalent to the vanishing of 
pressure at the boundary surface. 

We now proceed to see what the other matching condi
tion, namely, the continuity of K TT , leads to. In the way 
shown above one can calculate K T--;' in the form 

K T--;' = (e-v2v'/2h· (2.48) 

In view of (2.8), this again yields 

_ ( 2 2m(r~,t) )112 
K TT = 1 + U (r~,t) - R~ 

[
{(a laR)(27]u: R 3)}, - (oplaR),R 3] 

x 1 3 
(p + p - 27]U1 )R r= r" 

(2.49) 

where, as previously mentioned, R stands for eP/2 in the inte
rior metric. Further using the notation DU = e- v/2 au lat, 
one gets, in view of (2.10) and (2.17), 

DU = e-AR 'v'/2 - [41TR(p - 27]u:) + mlR 2]. (2.50) 

Finally substituting e-A = (1 + U 2 - 2mIR)(R ')-2 as 
mentioned earlier in (2.50) we obtain 

(
22m) DU= l+U -If 

X [{(BlaR)(27]U:R 3)}, - (oplaR),R 3] 
(p + p - 27]u: )R 3 

- [41TR(P - 27]u: ) + ;2]' (2.51) 

and thus K ;;. , as given in (2.49), can finally be written in the 
form 

K T--;' = (1 + U2(r~,t) - 2m(r~,t)IR~)-1/2 

X [DU + mlR 2 + 41T(p - 27]u:)R ]r=r". 
(2.52) 

Calculating from (2.30) in the exterior 

670 

K ~ = (:;)( d:;: ) _ (~: )(~;) 
_ ~M(l _ ~~( it )( dr~ )2 

Yi f~) dT dT 

+ ~(1 _ ~~( dr )3. 
Yi f~) dT 
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(2.53 ) 

Since at the boundary 

dU d2R~ d7~ 
DU=-=--=--

dT dr dr 

Eq. (2.42) being substituted in (2.53) yields 

K~ = (1-2Mlr~ + U2(r~,t)]-1/2(DU+Mlri). 
(2.54) 

Matching of (2.52) and (2.54) thus immediately leads to the 
conclusion that at the boundary p - 27]u: = 0 and so we do 
not get any further constraint at the boundary from the con
ditions of fit of KTT component of the extrinsic curvature. 

III. THE FLUID WITH 11=0 

In this section we consider a fluid in which the bulk 
viscosity is nonvanishing whereas the shear viscosity is negli
gibly small. The relations (2.26) and (2.27) in this case re
duceto 

(3.1 ) 

and 

E' = (41T13)p'R 3, (3.2) 

respectively. Remembering that the shear tensor has only 
one independent nonzero component, namely, U: = - 2~ 
= - 2~, it follows from (3.1) that in the isotropic case u: 

vanishes, so that we have k = 0, i.e., the free gravitational 
energy becomes time independent. On the other hand, if the 
space-time described by the metric (2.1) is conformally flat, 
i.e., if E = 0, it follows from (3.1) and (3.2) that the matter 
density is spatially uniform and the motion is shear-free. The 
third case is that when the matter density is spatially uniform 
we have p' = 0 and this leads, in view of (3.2), to the result 
E' = O. Therefore E is a function of time alone and the condi
tion of regularity at the center of the distribution demands 
that E must vanish. It follows from the fact that for regular
ity at r ..... 0, we must have R ..... 0, which in turn requires 
E = - tP2R 3 vanish at the center, being finite there. Since 
E = 0 at r = 0 always and E' = 0 for uniform density distri
bution we have E = 0 throughout the interior. This leads to 
the vanishing of shear also. Thus we get the result that a 
spherically symmetric uniform density fluid with nonzero 
bulk viscosity but negligible shear viscosity must be isotropic 
as well as conformally flat. This is an interesting result that 
generalizes the same theorem proved by Misra and Srivas
tava for a perfect fluid. The present procedure giving the 
proof reveals another feature that the spherically symmetric 
distribution in this case is also conformally flat, which is not 
apparent in the work of Misra and Srivastava. 

IV. UNIFORM DENSITY IMPERFECT FLUID WITH 11~0 

The integration ofEq. (2.27) in general yields 

E = - 41T7]u: R 3 + Eo (t), ( 4.1) 

where Eo(t) is an arbitrary function of time. From the regu
larity conditions at the center the first term in (4.1) on the 
right-hand side vanishes at r = O. Again E = 0 at r = 0 by 
the arguments given in Sec. III. 

Since Eo is a function of time alone it is zero throughout 
the interior, so that one obtains in general the relation 
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(4.2') 

Remembering the definition of E we get immediately from 
(4.2) for the Weyl invariant 

(4.3) 

Again from (2.26) we have 

(E + 41T1J0':R 3)' = - (41T/3) [,0 + (p + p)3jJ,/2 

- 31]0':jJ,]R 3. (4.4) 

Now rearranging the right-hand side of (4.4), multiplying 
by e- v12, and using (2.4)-(2.6), the above equation may be 
written as 

e- V12 (E + 41T1J0':R 3) . 

= - (41T/3) [,oe- V12 + (p + p)8 - ~(p + p)O': 

- 21]0': 0 + 41]tr] R 3. (4.5) 

Now substituting (4.2) in the left-hand side and using the 
Bianchi identity (2.7), we obtain 

¥1]tr = (p + p + j1]O)O':. (4.6) 

For nonvanishing shear the relation (4.6) can also be writ
ten as 

41]0': = (p + p) + j1]O. (4.7) 

The relation ( 4. 7) gives us the information that, at least near 
the center, the expansion scalar 0 is negative or, in other 
words, the core contracts. This is because at r--O, the local 
flatness demands 0': = ° (see Ref. 9) and thus for positive 
(p + p) and 1], only the contraction is possible in this region. 

Next we eliminate the term like (p + p) between (2.7) 
and (4.6) and arrive at the relation 

,00': = 31]e - v12jJ, 20': ( 4. 8) 

when the shear vanishes, i.e., for isotropic motion both sides 
in (4.8) identically vanish. But, forO': #0, (4.8) leads to the 
nontrivial relation 

,0 = 31]e- v12jJ,2, (4.9) 

which indicates that for anisotropic motion of the spherical
ly symmetric viscous fluid and for the viscosity coefficient 
having a physically reasonable behavior (1] > 0) the spatially 
uniform matter density can only increase with time. This 
monotonic character of the density variation with time in 
turn leads to a monotonic time behavior of another geomet
ric quantity such as the surface area of the sphere. This can 
be explicitly shown as follows. 

From (2.26) and (4.2) one obtains 

,o/(p + P - 21]0':) = - 3R /R. (4.10) 

So in order that the strong energy condition is satisfied, that 
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is, (p + p - 21]0': ) > 0, and since ,0 > ° one arrives at an
other conclusion-in this case the surface area of the sphere 
at each value of the radial coordinate monotonically de
creases with time. This exhibits the irreversible nature of the 
motion in case the fluid is dissipative. 

Lastly it may be of some interest to investigate what 
happens to the expansion scalar for a uniform density vis
cous fluid. We may recall the theorem (Raychaudhuri 12) for 
a perfect fluid in general that uniform density fluid with irro
tational motion must have spatially uniform expansion sca
lar. When the fluid is dissipative the above theorem is not 
valid. Taking the derivative of Eq. (2.7) with respect to the 
radial coordinate one obtains 

(p + p)8' + (p + p')8 

= e- v/2,o' + e- V12 (v'/2),o + (41]tr)', 

which, for uniform density (p' = 0) in view of the field equa
tion (2.8), leads to the relation 

(p + p)O' = [ - (21]0':)' - 21]0': Ci' + ~)]O 

+ 41]tr~ + (41]tr)'. 
2 

(4.11 ) 

So, for 1] # 0, 0' # 0, in general. On the other hand, when 
1] = 0, 0 ' = 0, even if the bulk viscosity is present. So, in fact, 
Raychaudhuri's result for a perfect fluid can be extended for 
a dissipative fluid with bulk viscosity only, at least in the 
spherically symmetric case. 

v. CONCLUSION 

In this paper we have discussed the matching conditions 
at the boundary of a sphere consisting of a viscous fluid and 
have also derived a few general relations in a dissipative me
dium following the line shown by Glass. A few exact solu
tions in different cases will be given in a subsequent paper, 
where the cosmological constant may be interpreted as the 
vacuum energy in the inflationary scenario. 
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A new form of the general solution of the initial value problem for colliding gravitational plane 
waves with collinear polarization is obtained. The solution of the linear hyperbolic field 
equation for t/J( u,v) is expressed as a linear superposition fda g(lT)U)(u,V,lT) of a one-parameter 
family of basic solutions of the form u)(u,V,lT) = U)I (U,lT)U)2(V,lT), where U and v are arbitrary 
null coordinates and IT is the parameter. The coefficients g( IT) in this superposition are 
expressed in terms of the initial data by using a generalization of an integral transform 
obtained by Abel in his solution of a tautochrone problem of classical particle mechanics. 

I. INTRODUCTION 

A. Objective 

This is the first of several papers on the initial value 
problem for two colliding gravitational plane waves in the 
Einstein theory, i.e., on the search for a systematic method of 
solving the Einstein field equations for the outcoming scat
tered wave when the incoming plane waves are prescribed. 

In our first paper, we shall obtain a complete solution of 
the initial value problem for the general case of two colliding 
gravitational plane waves with collinear polarizations. This 
only requires that one find the solution of a certain linear 
hyperbolic partial differential equation of the second order. 
A general solution of that equation has already been given by 
Szekeres I and, in a slightly different form, by Xanthopou
los,2 who both use a method of Riemann to obtain their re
sults. However, we have not been able to employ their solu
tion as a starting point for creating a viable method of 
handling the initial value problem for colliding plane waves 
with noncollinear polarizations. 

That is why we hunted for another approach. The struc
ture of our solution is different from that found by the meth
od of Riemann and is designed to pave the way for a formal
ism that we shall present in the third paper of this series and 
that is applicable to noncollinear polarizations. 

The method that we shall employ here to construct our 
solution of the collinear problem is the classical one of first 
finding a one-parameter family of basic solutions by means 
of a suitable separation of variables in the partial differential 
equation and then expressing the final solution as a linear 
superposition of these basic solutions. A new and interesting 
feature of the method is that the parameter-dependent coef
ficients in this linear superposition are obtained in terms of 
the prescribed initial data by solving generalized versions of 
Abel's integral equation3 for the tautochrone problem of 
classical particle mechanics. 

B. The solution 

Let us become more specific. The line element in the 
space-time region occupied by the scattered wave is, in the 
collinear case, 

ds2 = p[e - 2"'(dxl)2 + e2"'(dx2)2] - (21/p)e2r du dv, 

0.1 ) 
where the metrical fields, p, t/J, and r depend only on the 
coordinates U and v over a simply connected planar domain 
consisting of all (u,v) such that 

O,u < uo, O,v < vo, 0 <p(u,v), 1. 

Here, as we shall show in Sec. II, 

p(u,v) = Hs(v) - r(u)] , ( 1.2) 

where r( u) is a monotonic increasing function of u over the 
interval O,u < uo,s(v) is a monotonic decreasing function of 
v over O,v < vo, and 

reO) = - 1, s(O) = 1, r(u) <s(v). (1.3 ) 

The field r (u,v) is simply expressed in terms of definite inte
grals once t/J( u,v) is known; the expression for r (u,v) will be 
given in Sec. II. 

The key problem is to find the solution t/J of the linear 
hyperbolic field equation (t/Ju: = at/Jlau, etc.), 

2pt/Juv + Pu t/Jv + Pv t/Ju = 0 , (1.4) 

corresponding to the prescribed initial data r( u), s( v), 
t/J(u,O), and t/J(O,v). The ignorable coordinates XI,X2 are 
scaled so that t/J(O,O) = o. Our solution will be discussed in 
Sec. IV and is given by 

(1.5 ) 

.1,( )_ 1 f'(U)d g3(lT)~I-lT 
3'1-' U,V - - IT -;:;=;~=~~~===::;;:-
- 1T - I ~[r(u) - IT] [s(v) -IT] 

( 1.6) 

and 

.1,( ) _ 1 1S(V) d g2(lT)~1 + IT 
2'1-' U, V - - IT ---;:;;:::===::::;:;:::======:;:-

1T I ~[lT-s(v)][lT-r(u)] 
( 1.7) 

and where the parameter-dependent coefficients g3(lT) and 
g2(lT) in the above linear superposition are to be determined 
from the prescribed initial data and the requirements [see 
Eqs. (1.3)] 
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3!f(O,V): = lim 3!f(U,V) = 0, 
u-o 

(1.8 ) 

2!f(U,0): = lim 2!f(U,V) = o. 
v-a 

In fact, upon setting v = 0 in Eq. (1.6) and u = 0 in Eq. 
( 1.7), one obtains, with the aid of Eqs. (1.3), (1.5), and 
( 1.8), 

!f(u,O) = ~ fr(U) d(J g3«(J) , 

1T - I ~ r( u) - (J 

!f(O,v) = ~ r(V) d(J g2«(J) . 
1T JI ~(J - s(v) 

( 1.9) 

The above Eqs. (1. 9) are the generalized4 Abel integral 
equations that we mentioned previously. For C I-differentia
ble r( u), s( v), !f(u,O), and !f(O,v), we shall prove in Sec. III 
that the solutions of these integral equations are 

i
u" !fu (u,O) 

g3«(J) = du , 
o ~(J - r(u) 

iVa !fv (O,v) 
g2(U) = - dv , 

o ~s(v) - (J 

(1.10) 

where Ua and Va are defined by r( ua ) = (J and s( va) = (J, 
respectively. Thus gj «(J) (j = 3,2) are determined from the 
initial data by Eqs. (1.10) and the scattered wave potential 
!f(u,v) is then given by Eqs. (1.6) and (1.7). The existence 
of all integrals appearing above will be proven in Secs. III 
and IV. 

If the first derivatives ;(u) and s(v) are not zero for all 
O.;;;u<uo and O.;;;v<vo, respectively, then Eqs. (1.9) and 
(1.10) become conventional Abel transforms after the coor
dinate transformations u --+ r and v --+ s. However, we shall 
prove in Sec. II that the vacuum field equations for colliding 
plane wave metrics imply that ;( 0) = s( 0) = 0 [though 
;(u) >0 and s(v) <0 for other u and v] and that 
l!fu (u,O)/;(u) I is unbounded as u--+O and l!fv (O,v)/S(v) I is 
unbounded as v--+O. Therefore, for colliding gravitational 
plane waves, Eqs. (1.9) and (1.10) are not covered by the 
usual theorems on Abel transforms, and it will be necessary 
for us to prove that Eqs. (1.9) imply Eqs. (1.10) and vice 
versa. This will be done in Sec. III. 

C. Colliding wave conditions 

Section II will cover some salient points concerning the 
field equations and, since it can be done without additional 
complications and with benefit to later papers of this series, 
we shall not assume that the polarizations are collinear in 
Sec. II. When the polarizations are not collinear, the key 
field Eq. (1.4) is replaced by the nonlinear Ernst equationS 
whose solution is a complex potential E(u,v). The idea is to 
seek E(u,v) corresponding to the prescribed initial data 
r(u), s(v), E(u,O), and E(O,v). When E is real, one lets 
If: = -! In E and we are back to the collinear polarization 
Eq. (1.4). 

We must caution, however, that one cannot arbitrarily 
choose r( u), s( v), E( u,O), and E( O,v) and expect the corre
sponding solution of the Ernst equation to yield a colliding 
gravitational plane wave metric. In Sec. II, we obtain simple 
criteria that must be satisfied by r(u), s(v), E(u,O), and 
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E(O,v) if they are to determine a colliding gravitational 
plane wave metric. These criteria are generalizations of col
liding wave conditions previously given by Ernst, Garda 
Diaz, and Hauser6 for the special case when r( u) = 2u2 - 1 
and s(v) = 1 - 2v2. Various errors in the derivation of the 
colliding wave condition of the aforementioned paper6 will 
be corrected in Sec. II of this paper. 

II. THE FIELD EQUATIONS AND THE COLLIDING WAVE 
CONDITIONS 

A. The chart 

For any space-time to be considered in this series of pa
pers, there exist coordinates Xl ,x2,u,v such that the line ele
ment has the form 

A A 2 ~ 

ds2 = pF-IIE dx l + i dx212 - rp e2r du dv, (2.1 ) 

where 
A A 

F: = Re E> 0, p> 0 , (2.2) 

and where the real fields p and r and the complex field E 
depend at most on u and v. The domain of the chart (which 
should not be assumed to be global) is the set of all 
(X I ,X

2,U,v) such that (X I ,x2 )ER 2 and such that 

(u,v)E(lUIIUIIIUIV) , 

where I, II, III, and IV are the contiguous planar regions: 

I: = {(u,v)ER 2:U';;;0, v.;;;O} , 

II: = {(u,v)ER 2:U';;;0, O.;;;v < vo} , 

III: = {(u,v)ER 2:V';;;0, O.;;;u < uo} , 

IV: = {(u,v)ER 2:0';;;U < uo, O,;;;v<vo, O<p(u,v)}. 

(2.3 ) 

Here, Uo and Vo are positive real numbers. They are the right
hand end points of those open intervals of the u axis and v 
axis, respectively, on which p(u,O), E(u,O), and p(O,v), 
E(O,v) are defined and satisfy the inequalities 

p(u,O»O, F(u,O»O, p(O,v»O, F(O,v»O, 

and other requisite conditions that will be given one at a time 
as we proceed in Sec. 11.7 Also, further details respecting 
region IV will be given later in Sec. II. 

We shall always scale the Killing vectors a lax I and a I 
ax2 so as to make 

p(O,O) = 1 . (2.4 ) 

That still enables us to subject the Killing vectors to any 
SL (2,R) transformation 

(a;')--+(~ ~ (a;,), 

ax2 ax2 

(2.5) 

at> -/3y= 1. 

This leaves p(u,v) and r(u,v) invariant but transforms 
E(u,v) --+E'(u,v), where 

E'=i[(aE+i/3)/(yE+it»]. (2.6) 

We can use this tranformation to make 
A 

E(O,O) = 1 . (2.7) 
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The option (2.7) will not be adopted until Sec. III of this 
paper. 

B. Restrictions of the metrical fields to regions I, II, III, 
and IV 

A A 

It is assumed, of course, that .0, E, and r are continuous 
throughout I U II U III U IV. It is further assumed as part of 
the definition of colliding gravitational plane waves that U 

and v can be chosen so that the restrictions of .0, E, and r to 
region I are independent of both u and v, while the restric
tions of these functions to region II are independent of u and 
their restrictions to III are independent of v. These assump
tions are concisely expressed8 by the following equations in 
which (u,v) is any point in IUIIUIIIUIV: 

p(u,v) =p(uO(u),vO(v») , 

E(u,v) = E(uO(u),v8(v») , 

r(u,v) = r(uO(u),vO(v»). 
(2.8) 

Here, O(x) is the Heavyside unit symbol, which is here de
fined for all real x by the equations8 

O {
O, if x<;O, 

(x) = 
1, if x:>O. 

(2.9) 

In view of Eqs. (2.3), (2.8), and (2.9), the restriction of the 
line element (2.1) to that subset of the domain of the chart 
for which (u,v )EI is Minkowskian. This becomes clear if one 
uses Eq. (2.4) and the option (2.7). It follows that the con
form tensor as well as the Ricci tensor vanishes at all space
time points such that (u,v) lies in the interior of I. 

On the other hand, the restrictions of (2.1) to (u,v) Ell 
and to (u,v)EIII are both Rosen9 forms of line elements for 
plane gravitational waves. Note that 

InII = {(u,v):v = 0, u<;O} 

and 

InlII = {(u,v):u = 0, v<;O}. 

It is assumed as part of the definition of colliding gravitation
al plane waves that the origin of the (u,v) plane can be cho
sen so that the two null hypersurfaces v = 0, u < 0 and 
u = O,v < 0 are wave fronts. We shall not attempt to define 
the general concept of a wave front but we shall need the 
following specialized definitions. 

Definitions: The hypersurface v = 0, u < 0 will be called 
a wave front if no € > 0 exists such that the conform tensor 
exists and vanishes at all (u,v) for which - 00 < v < € and 
u < O. The hypersurface u = O,v < 0 will be called a wave 
front if no € > 0 exists such that the conform tensor exists and 
vanishes at all (u,v) for which - 00 < u < € and v < O. 

Note that the above definitions cover those colliding 
gravitational plane wave metrics6,8,I0--14 for which the plane 
waves associated with regions II and III have conform ten
sor terms which are nonzero multiples of the Dirac delta 
symbols o(v) and o(u), respectively. For these metrics, the 
conform tensor does not exist on the hypersurfaces v = 0, 
u < 0 and u = 0, v < O. 

Henceforth, it will be assumed that the null hypersur
faces v = 0, u < 0 and u = 0, v < 0 are wave fronts as defined 
above. In terms descriptive of temporal order, they are re
garded as the fronts of the plane waves prior to the collision. 
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The set of all events for which u < 0 and v < 0, i.e., for which 
(u,v) lies in the interior of I, is regarded as a flat space-time 
region that lies between the plane waves prior to the collision. 
The spacelike two-surface u = v = 0 is identified as the set of 
all events at the instant of collision. 

The line element of the scattered wave is, by definition, 
the restriction of (2.1) to (u,v)EIV. 
A Definitions: p, E, and r will denote the restrictions of .0, 
E, and r, respectively, to IV. 

Note that Eqs. (2.8) can be expressed8 as follows: 

p(u,v) =p(uO(u),vO(v») , 
A 

E(u,V) = E(uO(u),vO(v») , (2.10) 

r(u,v) = r(uO(u),vO(v») , 

for all (u,v) in IUIIUIIIUIV. 

c. Derivatives of the metrical fields 

We recall that the continuity and the derivatives of a 
function are defined using only such values of its arguments 
as do not take one outside the domain of the function. For 
example, let Em denote the restriction of E to III. Then 

(
aEm (U,V») 

(Em)v(u,O):= whereO<;u<uo av v~o 

is defined as the limit of 

!!.(u,h): = [E(u,h) - E(u,O)]h -I (h #0) 

as h-.O through negative values, i.e., as h-.O while (u,h) 
remains a member ofIII (other than (u,O»). Note that Eq. 
(2.8) implies that (Em)v (u,v) = 0 for all (u,v) in III. 

In contrast, recall that E denotes the restriction of E to 
IV. For O<;u < Uo Ev (u,O) is defined as the limit of the above 
!!. (u,h) as h -. 0 through positive values, i.e., (u,h) remains a 
member ofIV. Thus Ev (u,O) may differ from 0 if it exists. 

Finally, Ev (u,O) for O<;u < Uo is defined as the limit of 
the above!!' (u,h) as h -. 0 without constraint on the sign of h. 
From the statements in the preceding two paragraphs, 
Ev (u,O) exists if and only if Ev (u,O) exists and equals O. If 
Ev (u,O) exists but does not equal 0, then Ev (u,v) has a finite 
step discontinuity at v = O. This possibility is allowed by the 
following premises that we shall adopt throughout the re
mainder of Sec. II. 

Premises: p and E are C 2 (i.e., belong to the differentia
bility class C 2 ) 15 and r is C I. 

The premises that p and E are C 2 will be relaxed in our 
treatment of the initial value problem in Secs. III and IV. 
A From Eqs. (2.3) and (2.10), the restrictions ofp, E, and 
r to II have the values 

p(u,v) = p(O,v) , E(u,v) = E(O,v) , r(u,v) = r(O,v) , 

for u<;O and O<;v < vo, i.e., (u,v)EII. 

Therefore, the restrictions ofp and E to II have continuous 
first and second derivatives with respect to v, and the restric
tion of r to II has a continuous first derivative with respect 
to v. Likewise, the restrictions ofp and E to III have contin
uous first and second derivatives with respect to u, and the 
restriction of r to III has a continuous first derivative with 
respect to u. 
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A A 

We next discuss the derivatives of p, E, and r. As we 
have already indicated, some of the first and/or second de-

A A 

rivatives of p, E, and r may not exist at points on the inter-
faces of I, II, III, and IV and it can happen that one or more 
of these derivatives occur in the expressions for the Ricci 
tensor components. Nevertheless, we shall want to apply 
that vacuum condition which asserts that the Ricci tensor 
must vanish throughout IUIIUIIIUIV including at all in
terface points. There is clearly a problem here. 

One standard way of handling this problem is to broad
en the definitions (for our particular class of metrics) of 
"connection form" and "Riemann tensor" by permitting the 
former to contain terms that are linear combinations of the 
Heavyside unit symbols O(u) and O(v) and by permitting 
the latter to contain terms that are linear combinations of the 
Dirac delta symbols t5(u) and t5(v), other terms that are 
linear combinations of O( u) and O(v), and still another term 
that is a multiple of the product O( v) O( v). The new "connec
tion form" and "Riemann tensor" are thus symbolic (gener
alized) functions and will fittingly be called symbolic connec
tion form and symbolic Riemann tensor. We shall now 
specify how these objects are constructed. 

An acquaintance with the theory of distributions of 
Schwartz l6 is most helpful for understanding what we are 
about to do. However, a working knowledge l7 of the Dirac 
delta symbol and of a few symbolic equalities (an equiv
alence relation for symbolic functions) such as 

dO(u) 
t5(u) = --, ut5(u) = 0, 

du 
(2.11 ) 

will suffice. In fact, all we need at present are the following 
(symbolic) derivatives that are derived from Eq. (2.10) 
with the aid of Eqs. (2.11) and a known generalization of the 
chain rule of differentiation: 

Eu (u,v) = O(u)Eu(uO(u),vO(v») , 
A 

Ev(u,V) = O(v)Ev(uO(u),vO(v») , 

Euv(u,v) = O(u)O(v)Euv(uO(u),vO(v») , 

Euu (u,v) = t5(u)Eu(uO(u),vO(v») 

+ O(u)Euu(uO(u),vO(v») , 

Evv (u,v) = t5(v)Ev(uO(u),vO(v») 

+ O(v)Evv(uO(u),vO(v») , 

and likewise for p and r. 

(2.12) 

The symbolic connection forms and the symbolic Rie
mann tensor can now be defined as the results that are ob
tained by formally enteringp, E, r, and their derivatives as 
exemplified by Eqs. (2.12) into any of the usual expressions 
for the connection forms and the Riemann tensor. 18 A proce
dure that is used by the authors is to introduce the null tetrad 
of one-forms 

k = - i p - 1/4 dv, m = i p - 1/4 du, 

t=~p/2F(Edxl+idx2), t*=c.c. of t, 
(2.13 ) 

and then employ exterior algebra and differentiation to com
pute the corresponding symbolic connection forms and null 
tetrad components of the symbolic connection forms and 
null tetrad components of the symbolic Riemann tensor di-
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A A 

rectly in terms of p, E, r, and their derivatives. 19--21 

Suppose one of the components of the symbolic Ricci 
tensor is formally set equal to zero for all (u,v) in 
I U II U III U IV. This is understood to mean that the compo
nent is symbolically equal to a (true) function whose do
main is I U II U III U IV and whose value at every point of the 
domain is zero. In this way one can give meaning to the 
vanishing of the matter tensor even when the metrical func
tions have finite step discontinuities at the interfaces. Let us 
now see how this works out in practice. 

D. The vacuum field equations 

By using the procedure l9
-

21 mentioned above, one ob
tains the following complete family of vacuum field equa
tions for the metric (2.1): 

Puv = 0, (2.14 ) 

the Ernst equation, 
A A A A AA 

F(2fJEuv + PuEv + PvEu ) = 2pEuEv , (2.15) 

the pair of equations, 

Puu-2fJuru= _2pl~12 
A 

Pvv - 2pJv = _ 2pl~12; 
(2.16 ) 

and, granted the existence and continuity of r uv throughout 
IV, 

(2.17) 

As we shall prove later in Sec. II, the existence and continu
ity of r uv throughout IV and, also, Eq. (2.17) are implied by 
Eqs. (2.14)-(2.16). 

We shall now consider the above symbolic Eqs. (2.14)
(2.16) one at a time with the objective of reducing them to an 
equivalent family of equations and conditions involving only 
( true) functions. 

E. Solution of Puv = 0 and definitions of rand s 
FromEqs. (2.12),oneseesthatEq. (2.14) is equivalent 

to the equation 

O(u)O(v)Puv(uO(u),vO(v») = 0 

for all (u,v) in I U II U III U IV. This is in tum, as can be seen 
from Eqs. (2.9), equivalent to the equation 

Puv(u,v) =0 for all (u,v)EIV. 

The solution of the above equation subject to the condition 
(2.4) is easily shown to be 

p(u,v) = Hs(v)-r(u)] , (2.18) 

where 

r(u): = 1 - 2p(u,0) for all O,,;;u < uo , 

s(v): = 2p(O,v) - 1 for all O";;v < Vo , 
(2.19) 

and 

r(O) = - 1, s(O) = 1 . (2.20) 
For given r(u) and s(v), the definition of IV given in Eqs. 
(2.3) becomes 
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IV: = {(u,v)ER 2:0';;;;U < UO' O,;;;;V < VO' r(u) <s(v)} . 

(2.21 ) 

We shall soon have more to say about the properties of r( u) 
ands(v). 

F. The Ernst equation 

By reasoning which employs Eqs. (2.12) and is exactly 
analogous to that used above for Puv = 0, one shows that the 
Ernst symbolic Eq. (2.15) is equivalent to the Ernst equa
tion 

F(2pE uv + PuEv + PvEu) = 2pE uE v 

over region IV. 

(2.22) 

G. Definitions of K, L and the field equations for r 
Let K and L denote functions that each have the domain 

IV and are defined by 

K: =pl~12 L: =pl~12 
2F ' 2F 

(2.23 ) 

With the aid of Eqs. (2.9), (2.10), (2.12), and (2.18), a 
straightforward calculation reveals that the pair of Eqs. 
(2.16) is equivalent to the pair of symbolic equations 

!«5(u);(O) = O(u) [ - ~ r(uO(u») 

+ 7(uO(u»)ru(uO(u),vO») 

+ 2L (uO(u),vO(v»)] , 

!«5(v)s(O) = O(v)[ - P(vO(v») 

+ s(vO( v»)r v(uO( u) ,vO( v») 

- 2K(uO(u),vO(v»)] , 

for all (u,v) in I U II U III U IV. It is then a simple exercise to 
prove that the above pair of symbolic equations is equivalent 
to the family of equations: 

dO) = 0, s(O) = 0 , 

and, for all (u,v) in IV, 

-;(u)ru(u,v) +P'(u) =2L(u,v) , 

-s(v)rv(u,v) +!S(v) = -2K(u,v). 

(2.24) 

(2.25) 

We shall next prove that Eqs. (2.25) for v = 0 and u = 0, 
respectively, and the condition that the null hypersurfaces 
v = 0, u < 0 and u = 0, v < 0 are wave fronts imply that r( u) 
is monotonic increasing and s(v) is monotonic decreasing. 

H. The wave front conditions 

Lemma: 

f dbK(O,b) >0, forallO<v<vo 

and 

lU da L(a,O) > 0, for all 0 < u < Uo . 

(2.26) 

(2.27) 

Proof: It is sufficient to prove (2.27) since the proof of 
(2.26) is similar. It is to be understood in the following proof 
that no symbolic functions are admitted, i.e., all derivatives 
which occur in the proof are conventionally defined. 
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Suppose that statement (2.27) is false. Then E> 0 exists 
such that the integral in (2.27) vanishes when u = E. From 
the definition (2.23) of L and from the continuity of P, E, 
and E u, it follows that Eu (u,O) = 0 over 0,;;;; u < E. Therefore, 
Eu (u,O) = 0 over - 00 < u < E. Now, the only component 
[relative to the null tetrad given by Eqs. (2.13)] of the con
form tensor that does not necessarily exist and identically 
vanish in the interior ofI U III is 19-22 

Note that the points (u,v) such that - 00 < u < E and v < 0 
lie in the interior ofI U III and that, for these points, 

p(u,v) =p(u,O) , r(u,v) = r(u,O) , 
A A 

E(u,v) = E(u,O) . 

It follows that C2 (u,v) = 0 for - 00 < u < E and v < 0, i.e., 
the hypersurface u = 0, v < 0 is not a wave front. This con
tradicts one of our premises. 

and 

Therefore, statement (2.27) is true. 
Theorem: 

;( u) > 0 , for all 0 < u < Uo (2.28) 

s(v)<O, forallO<v<vo ' (2.29) 

Proof: It is sufficient to prove (2.28) since the proof of 
(2.29) is similar. We set v = 0 and multiply through by 
exp[ - 2r(u,0)] in the first of Eqs. (2.25), whereupon 

q ;(u)e- 2r(u.O)u = 2L(u,0)e- 2r(u.O). 

Therefore, from Eq. (2.24) 

- r(u)e- 2r (u.oJ = 2 da L(a,0)e- 2r( a.oJ, 1 . iU 

2 ° 
which, together with Eq. (2.27) and the mean value theorem 
for integrals, implies Eq. (2.28). 

Note: We have proven that (2.28) and (2.29) are suffi
cient as well as necessary for the null hypersurfaces 
u = O,v < 0 and v = O,u < 0 to be wave fronts. However, that 
proof will not be given here since it is not relevant to the 
objective of our current series of papers on the initial value 
problem. 

Corollary: For any given (u,v )EIV, the closed rectangu
lar region 

{(a,b)ER 2:0,;;;;a,;;;;u,0,;;;;b,;;;;v} (2.30) 

is a subset of IV. (The rectangle degenerates to a line seg
ment or to a singlet set when u = 0 or v = o. ) 

Proof: Since (u,v)EIV, Eq. (2.21) implies 

O,;;;;u<uo , O,;;;;v<vo , r(u) <s(v). 

Since r is monotonic increasing and s is monotonic decreas
ing, we then havefor all (a,b) such that O,;;;;a,;;;;u and O,;;;;b,;;;;v, 

O,;;;;a<uo , O,;;;;b<vo , r(a) <s(b), 

whereupon Eq. (2.21) implies (a,b )EIV. That completes the 
proof. 
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I. A(u,v),k,l and the colliding wave conditions 

The preceding corollary implies the existence of the real 
invariant 

1
u LV Ea (a,b)Et(a,b) 

A(u,v):=Re da db 2 ,(2.31) 
o 0 [2F(a,b)] 

for all (u,v)EIV. Note that Auv exists and is continuous 
throughout IV and that 

A(u,O) = 0, A(O,v) = 0, Au (u,O) = 0, Av (O,v) = O. 

(2.32) 

From Eqs. (2.15), (2.18), and (2.23), one obtains 

Ku = - ~ sA uv ' Lv = ~ rAuv . 

So, with the aid ofEqs. (2.32), 

K(u,v) = K(O,v) - ! s(v)Av (u,v) , 

L(u,v) = L(u,O) + ~ r(u)Au (u,v) . 

(2.33) 

(2.34) 

The insertions of the above expressions into the field Eqs. 
(2.25) for r yield 

r(u)[r(u,V) + A(u,v)]u = P'(u) - 2L(u,0) , 

s(v)[nu,v) + A(u,v)]v = P(v) + 2K(0,v). (2.35) 

In our formulation of the initial value problem for col
liding gravitational plane waves, one regards r(u), s(v), 
E(u,O), and E(O,v) as prescribed functions from which 
E(u,v) and r(u,v) are to be determined throughout region 
IV. It is understood, of course, that r(u) and s(v) satisfy the 
conditions (2.20), (2.24), (2.28), and (2.29). 

Now Eqs. (2.35) reveal that not all choices of r(u), 
s(v), E(u,O), and E(O,v) which satisfy the conditions 
(2.20), (2.24), (2.28), and (2.29) are admissible. It is clear 
that necessary and sufficient conditions for continuously dif
ferentiable nu,O) and nO,v) to exist in region III and II, 
respectively, are that the limits 

lim [!r(U) -2L(U,0)](u>0) 
u-o r(u) 

(2.36) 

and 

lim [ ! s(v) + 2K(O,v) ] (v> 0) 
v-o s(v) 

(2.37) 

exist. One can readily prove that the existence of the above 
limits (but not necessarily the values of the limits) are invar
iant under any null coordinate transformation u-+u',v-+v', 
under any SL(2,R) transformation of the Killing vectors 
a lax; [i.e., any transformation E-+E' as given by Eq. (2.6)] 
and under any Kramer-Neugebauer transformation as de
fined and discussed, for example, by Ernst, Garcia Diaz, and 
Hauser.6 Obvious implications of Eqs. (2.24), (2.36), and 
(2.37) are 

I: = L(O,O) =! reO), k: = K(O,O) = -! s(O) . (2.38) 

However, Eqs. (2.38) do not generally imply that the limits 
(2.36) and (2.37) exist. 

Equations (2.24), (2.36), and (2.37) also imply that, if 
a,b,c,d are real numbers such that c > a > 0 and d> b> 0, 
then 
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Ie L(u,O) 
du ----+ 00 as a-+O, 

a r(u) 

i
d K(O,v) 

dv -+ 00 as b-+O . 
b [-s(v)] 

(2.39) 

Therefore, from the definitions (2.23) of K and L, the ratios 
lEv (u,O)lr(u) I and lEv (O,v)ls(v) I are unbounded as u-+O 
and v -+ 0, respectively. (This does not mean that the recipro
cals of these ratios converge to 0 as u-+O and v-+O.) 

J. Solution for r in terms of E 

Now, let us grant that the solution E(u,v) ofthe Ernst 
equation corresponding to the prescribed E( u,O) and E( O,v) 
and to the prescribed r( u) and s( v) satisfying the conditions 
(2.20), (2.24), (2.28), (2.29), (2.36), and (2.37) has been 
found. ThenEqs. (2.32) and (2.35) yieldthefollowingsolu
tion for nu,v) throughout region IV: 

nu,v) = - A(u,v) + r(u,O) + r(O,v) - nOm, 

(2.40) 

where, if we wish, the value ofr(O,O) can always be made 
zero by an appropriate scaling of uv and where 

r(u,O) = nO,O) + fU da ~ r(a) - 2L(a,O) , 
Jo r(a) 

r(O,v) = nO,O) + f db ~ s(b) ~:;(O,b) . 

(2.41 ) 

From Eqs. (2.31), (2.40), and (2.41), it is apparent as we 
stated early in Sec. II that r uv exists and is continuous 
throughout IV. Furthermore, r uv = - Auv throughout IV 
which implies [with the aid of Eqs. (2.12)] that Eq. (2.17) 
holds throughout I U II U III U IV. 

K. The case p(u, v) = 1-u2- v'I 

For almost all of the colliding gravitational plane wave 
solutions2.8.10-14 that have been explicitly given so far, null 
coordinates u and v exist such that 

r(u) = 2u2 
- 1, s(v) = 1 - 2v2

• (2.42) 

The class of colliding gravitational plane wave metrics for 
which Eqs. (2.42) hold was denoted by CW1 in a paper by 
Ernst, Garcia Diaz, and Hauser.6 For this class, it is readily 
proven that the colliding wave conditions (2.36) and (2.37) 
are equivalent to the pair of conditions (2.38) and that the 
conditions (2.38) become 

k=l=l, (2.43 ) 

which are precisely the conditions given in the aforemen
tioned paper on CW1• 

If one does not assume that the colliding wave condi
tions (2.43) hold, then Eqs. (2.40), (2.41), and (2.42) yield 

exp[2r(u,v)] = (const.)u1-1v1- k exp[ - 2A(u,v) 

(2.44) 

where 

r
3
(u): = 2 fU da 1- L(a,O) , 

Jo a 

r
2
(v): = 2 fV db k - K(O,b) . 

Jo b 

(2.45) 
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Equation (2.45) supplies insight into what happens when 
the colliding wave conditions (2.43) do not hold. 

In the aforementioned paper6 on CWI , errors occurred 
in some equations used to derive the above colliding wave 
conditions (2.43). To correct these errors, replace A (u,v) by 
2A(u,v) in Eq. (2.28) of that paper, replace Au by 2Au, Au 
by 2Au , /by K(O,v), kby L(u,O), r by 2r, and A by 2A in 
the three equations preceding Eq. (2.29) of that paper, and 
replace Eq. (2.29) of that paper by the above Eq. (2.44) of 
this paper. 

L. The shape and boundary of IV 

Note that, since r(u) and s(v) are monotonic, the lim-

ro = r(uo): = lim [r(u)] , 
U-Uo 

(2.46) 
So = s(vo): = lim [s(v)] , 

V-Un 

exist. Furthermore, from Eqs. (2.19) and (2.20) and the 
inequality p(u,v) > o for all (u,v) in the domain of the chart, 

- l.;;;r(u) <ro.;;;l, - l.;;;so<s(v).;;;l . (2.47) 

With the aid of the above Eqs. (2.46) and (2.47), as well as 
Eqs. (2.18), (2.20), (2.21), (2.24), (2.28), (2.29), and 
(2.30), we can now make definitive statements about the 
connectedness, shape, and boundary of IV. The proofs of 
these statements will not be given since they are fairly ob
vious. 

IV is always a subset of the rectangular region 

R (uo,vo): = {(u,v)ER 2:0';;;U < uo,O.;;;v < vo} . (2.48) 

In particular, 

IV = R(uo,vo), ifs(vo»r(uo)' (2.49) 

Note that, if we extend Eq. (2.18) to all (u,v) in the closure 
of R (uo,vo), then the condition s(vo) >r( uo) is equivalent to 
the conditionp(uo,vo) >0. 

Next, we want to discuss the cases(vo) <r(uo) [which 
is equivalent to p (uo,vo) < 0] . Let us introduce the following 
open line segment on whichp(u,v) = 0: 

(2.50) 

This line is simple (does not intersect itself), has a negative 
slope at each of its points, and has the end points (UO'v I ) and 
(ul,VO) where VI and U I are defined by 

v 

(uo,vo) 

-------, 

IV (uo,v,) 

u 

(0,0) 

FIG. 1. Region IVin a typical case when r(u,,) >s(vo)' Here,p(u,v) = Don 
L(uo,vo), andp(u,v) > 0 on IV. 
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s(v l ) = r(uo) , s(vo) = r(u l ) , 

and satisfy 

O,;;;v I <vo , O,;;;u I <uo · 

(2.51 ) 

(2.52) 

Moreover, L(uo,vo) divides R(uo,vo) into two simply con
nected parts and IV is the lower left part as illustrated in Fig. 
1. The boundary ofIV is the union of 

{(u,O):O.;;;u < uo}U{ (O,v):O.;;;v < vo} , 

which is a subset ofIV, and 

{(uo,v) :0.;;; v';;; VI} U {( u,vo) :O';;;u.;;;u l } UL(uo,vo) , 

which has no points in common with IV. 

M. Use of rand s as null coordinates 

Recall that r(u»O for O<u<uo and s(v)<O for 
0< V < VO' Therefore, one can replace u,v as coordinate vari
ables by r,s in the domains 0 < u < Uo and 0 < v < VO' respec
tively. We shall often do that. Note that we are violating 
notational consistency by employing "r' and "s" to desig
nate both functions and coordinate variables. However, the 
context should always indicate which use is intended. 

In spite of the facts that reO) = s(O) = 0, we shall also 
frequently employ the transformations u-+r and V-+S over 
the domains O.;;;u < Uo and 0.;;; v < vo, respectively. These 
transformations are one-one and bicontinuous. The corre
sponding ranges of rand s are - l';;;r < ro and So < s';;; 1. 

The transformation (u,v) -+ (r,s) over the domain 
O.;;;u < uo,O.;;;v < Vo maps region IV in the (u,v) plane onto a 
region DIY in the (r,s) plane. It is easier to visualize DIY than 
it is to visualize IV (in the general case) because the lines of 
constant p in the (r,s) plane are the straight lines of slope 
+ 1. Always DIY is a subset of the rectangular region 

{(r,s): - l';;;r< ro,so <s.;;;l} 

whose vertices are ( - 1,1), ( - 1,so)' (ro,l), and (ro,so) 

and which equals DIY when so>ro, i.e., when the line 
p = O(s = r) passes through no point of the rectangular re
gion. If So < r 0' then the line p = 0 intercepts the rectangular 
region and thus divides it into two parts as illustrated in Fig. 
2. The part which contains the vertex ( - 1,1) is DIY' 

N. The collinear case 

In Secs. III and IV of this paper, Eis real and ",is defined 
by 

E= exp( - 2",) (2.53) 

(-1,1) .-----+---, - p=o 

DIV 

r 

- - ..J (ro,so) 

FIG. 2. Region DJV in a typical case when ro> s". 
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whereupon the Ernst equation (2.22) reduces to the linear 
equation ( 1.4) for the field ",. The problem is to find "'( u,v) 
for given r(u), s(v), ",(u,O), and ",(O,v). We adopt the op
tion (2.7) which implies 

",(0,0) = O. (2.54) 

III. GENERALIZED ABEL TRANSFORMS 

A. Definitions of "'3, "'2, U", V,,, ')'3, ')'2 

In Sec. III, we focus attention on r( u) and "'( u,O) for 
O<u < Uo and on s(v) and ",(O,v) for O<v < Vo' These func
tions were assumed to be C 2 in Sec. II. However, in this 
section and in Sec. IV, the only assumptions that we shall 
make (apart from explicitly stated premises in theorems and 
corollaries) respecting r(u), s(v), ",(u,O), and ",(O,v) are 
that they exist, that they are C·, that the conditions (2.28) 
and (2.29) hold and that reO) = - 1 and s(O) = 1. We 
shall not impose the conditions (2.24) and the colliding 
wave conditions (2.36) and (2.37). 

Definitions: Let 

(3.1) 

Definitions: For any given real number 0' such that 
- 1 < 0' < r 0 [ recall that r 0 and So are defined by Eqs. 
(2.46)], let Ua be that real number such that 

(3.2) 

For any given real numberO'such that So < 0'< 1, let Va be that 
real number such that 

O<va <vo , s(va ) = 0'. 

Definitions: Let 

Y3(r): = "'2(U,) ,where - l<r< ro , 

Y2(S): = "'2(Vs ) ,whereso <s<l. 

(3.3 ) 

(3.4 ) 

Overdots will be used to designate ordinary derivatives like, 
for example, ip3(U): = dt/J3(U)ldu and 1'3(r): = dY3(r)/dr. 

From our assumptions, Y3(r) and Y2(S) are continuous 
over the semiclosed intervals - l<r<ro and so<s<1 and 
are C· over the open intervals - 1 < r < ro and So < s < 1, re
spectively. However, 1'3(r) and 1'2(S) may not exist or may 
not be continuous at r = - 1 and s = 1, respectively. For 
example, if conditions (2.24), (2.36), and (2.37) hold, then 
Eqs. (2.39) and (2.53) imply that 1'3(r) is unbounded as 
r-+ - 1 and 1'2(S) is unbounded as S-+ 1. 

B. Definitions and properties of 93 and 92 

We employ the Lebesgue definition of integral through
out this paper and we use term "integrable" as a synonym for 
"summable." The reader will observe that all integrals in this 
paper are also Riemann integrals or absolutely convergent 
improper Riemann integrals. 

Theorem: The integral (Abel transform)4 

(3.5) 

exists and is a continuous function of 0' on the open interval 
] - l,ro[. The integral 

g2(0'): = - ds~, where So <0'< 1, fa . ( ) 

• ~s - 0' 
(3.6) 
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exists and is a continuous function of 0' on ] so, 1 [. 
Proof: The proofs for g3 and g2 are alike, so we give a 

proof only for g3' 
Let a and 0' be any real numbers such that 

- 1 <a <0'< ro and let 

iJ.la ip (u) 
I. (O',a): = du 3 , 

o ~O' - r(u) 

I 2(0',a): = 2~0' - a f dx 1'3[0' - (0' - a)x2]. 
(3.7) 

For fixed a and for any fixed E such that 0 < 2E < ro - a, the 
integrand of I. (O',a) is a continuous function of (O',u) on the 
set 

{(O',u):a + E<O'<ro - E, O<u<ua } 

and the integrand of 12 (O',a) is a continuous function of 
(O',x) on 

{(O',x):a + E<O'<ro - E, O<x<l}. 

Hence, I. (O',a) and I 2(O',a) exist and are continuous func
tions of 0' over a + E<O'<ro - E, and, therefore, over 
a<O'<ro' 

In the next phase of the proof, we use the theorem on 
changing the integration variable in a Lebesgue integral. 23 

Let us make the changes 

f§-r U-+U, and X-+ ---
O'-a 

in the integrands of I. (O',a) and I 2 (0',a), respectively. Note 
that u, and ~ (0' - r) I (0' - a) are monotonic and absolute
ly continuous functions of r over the intervals O<r<a and 
a<r<O', respectively. Therefore, the theorem on changing 
the integration variable is applicable to both of the integrals 
in Eqs. (3.7) and we obtain 

I. (O',a) =Ja dr her) , I2(0',a) =1a 
dr 1'3(r) . 

-. ~O'-r a ~O'-r 
So 

(3.8) 

exists and is a continuous function of 0' over a < 0' < r o' How
ever, g3(0') is independent of a. Hence, g3(0') exists and is a 
continuous function of 0' over - 1 < 0' < roo Q.E.D. 

Corollary: (1) If "'3 ( u ) and r( u ) are C n +. over 
0< u < ro then g3(0') is cn over - 1 < 0' < roo (2) If "'2(V) 
and s(v) are cn+. over O<v<vo, then g2(0') is cn over 
So <0'< 1. 

Proof: For example, consider the proof of ( 1 ). One uses 
a procedure similar to that which we employed to prove con
tinuity. The first step is to prove that II (O',a) and 12 (O',a) as 
defined by Eqs. (3.7) are (for fixed a) C n over a<O'<ro, 

whereupon Eq. (3.8) implies that g3(O') is cn over 
-1<O'<ro· 

Definition: Consider any real or complex valued func
tion/whose domain contains a closed interval [a,b] of the 
real axis. Suppose that there exists a real number v such that 
O<v<1 and a positive real number M(a,b,v) such that for all 
O',o'e [a,b] for which 0' > 0': 

1/(0') -/(0') 1< (0" - O')VM(a,b,v). 
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We shall then say that lis ~(a,b,v). In particular, if v> 0, 
one says that / obeys a Holder condition of index von [a,b]. 
Note that lis ~(a,b,O) if/is continuous on [a,b] and/is 
~(a,b,l) if/is Cion [a,b]. 

Theorem: (1) If Y3 is ~(p,q,v) for every closed subin
terval [p,q] of the open interval ] - l,ro[, then g3 is 
~(a,b,(1 + 3v)/4) for every closed subinterval [a,b] of 
] - 1, ro[. If Y2 is ~(p,q,v) for every closed subinterval 
[p,q] of ]so,I[, then g2 is ~(a,b,(1 + 3v)/4) for every 
closed subinterval [a,b] of] So, 1[. 

Proof We prove only statement (1) of this theorem 
since the proof of statement (2) is similar. Let [a,b] denote 
any closed subinterval of ] - l,ro[ and let u and u' be any 
points of [a,b] such that a<,u<u'<,b. Let 

c:=a-!(a+l) (3.9) 

and let a be any real number such that c<,a < u. Thus 

- 1 <c<a<,u<o-'<,b<ro, c<,a<u. (3.10) 

Observe that u - (u - a)x2 and u' - (0-' - a)x2 for 
O<,x<,1 are both members of [c,b], which is a closed subin
terval of ] - l,ro[' Therefore, from the premise of the 
theorem and from the definition of ~(c,b,v), 

IY2(U' - (u' - a)x2) - Y3(U - (u - a)x2)1 

<,(u'-unl-x2)VMI, (3.11) 

where MI is independent of u, u', a, and x. We shall also be 
using the following easily proven inequalities: 

1 1 o-'-u 
---- <, 3/2 ' 
~u-a ~u'-a 2(u-a) 

, 
~u' _ a _ ~u _ a<, u - u 

2(u - a) 1/2 

(u'_u)K(b_a)I-K 
<, , 

2(u - a) 1/2 
(3.12) 

where K: =!(1 + v). 
As the next phase of our proof, note that u and a satisfy 

the inequalities - 1 < a < u < r 0 that are sufficient for the 
definitions (3.7) of II(u,a) and 12(u,a) to be applicable. 
From the conclusion in the proof of the preceding theorem, 
II (u,a) and 12(u,a) exist and Eq. (3.8) holds. Therefore, 

Ig3(0-') - g3(U) I 

<, dul¢3(U)1 - -;:::::;===== Lua • [1 ] 
o ~u - r(u) ,ju' - r(u) 

+ 2( ~u' - a - ~u - a) f dx1Y3(U' - (u' - a)x2)1 

+ 2~u - a f dxlh(u' - (0-' - a)x2) 

_ Y3(U - (u - a)x2 )1 <'2( 1 _ 1 )M2 
~u-a ~u'-a 

+ 2( ~o-' - a - ~u - a)M3 + 2~u - a 

X f dxIY3(U'- (0-' _1i.)x2) - h(u- (u-li.)x2)1, 

where 
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1 LUI' . M 2: = - dul¢3(U) I, 
2 0 

M3: = maximum value of IY3(r) I in the interval [c,b]. 

So, upon using the inequalities (3.11) and (3.12), we obtain 

Ig3(0-') -g3(u)I<,[ u'-u3/2 ]M2 
(u-a) 

+ [ (u' - U)K ] (b _ a) 1 - KM3 
(u-a)I/2 

+ 2(u - a) 1/2(U' - u) vMI, 
where it is important to note that M I, M 2, M3 are indepen
dent of u, u', and a. Now, into the above inequality, substi
tute 

_ (u' - U)(I - Vl/2(a + 1) a-u- --- ---, 
b-a 2 

which satisfies the defining condition for a as can be seen 
from (3.9) and (3.10). There results: 

Ig3(U') - g3(U) I <,(u' - U)(I + 3vl/4M, 

where M is independent of u and u'. Q.E.D. 
The above theorem will be useful in our next paper on 

the initial value problem. 

C. Inversion of the Abel transform 

In the proof of the next theorem, we shall be using the 
well-known relation4 

- du = 1, for r>r', 1 ir 

1 
1T r' ~(r - uHu - r') 

(3.13 ) 

which can be proven by a contour integration method. 
Theorem:The following integrals exist and are equal to 

Y3(r) and Y2(S), respectively, as stated below:4 

1 Jr g3(U) Y3(r) =- du , for -1<,r<ro 
1T -I ~r-u 

(3.14 ) 

and 

Y2(S) = ~ (' du g2(U) , for so<s<,l, 
1T JI ~u - S 

(3.15 ) 

where the values of the integrals at r = - 1 and s = 1 are 
defined as their limits as r- - 1 from above and s- 1 from 
below, respectively. 

Proof It is sufficient to supply the proof of the theorem 
for Eq. (3. 14) since the prooffor Eq. (3. 15) is similar. 

In the first phase of the proof, let - 1 < r < r o' For fixed 
r, we introduce the function 

/(I,u): = her') (3.16) 
1T~(r-u)(u-r') 

whose domain is the open triangle 

Dr: = {(r',u)ER 2: - 1 <u<r, - 1 <r' <u}, 

which is illustrated by Fig. 3. Note that / is continuous 
throughout this domain. 

Now, lip31 is continuous and is consequently integrable 
over [O,u]. It follows, by employing the theorem23 on 
change of the integration variable in a Lebesgue integral, 
that IY31 is integrable over [ - l,r]. Therefore, from Eqs. 
(3.13) and (3.16), the following iterated integral exists for 
given r such that - 1 < r < ro: 
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(-I,r) (r,r) 

r/ 

(-1,1) 

FIG. 3. The triangular domain D,. 

J~ I dr' f dulj(r',u) I = J~ I dr/lr3(r') I· 

From theorems of Fubini,24 it follows that the double inte
gral of j over Dr exists and is equal to both of the following 
iterated integrals which also exist: 

II dr' f duj(r',u) = II duJ:1 dr'j(r',u). (3.17) 

Substitution from Eq. (3.16) into Eq. (3.17) and the use of 
Eqs. (3.5) and (3.13) yield the existences and the equality of 
the following two integrals: 

Jr dr; 'h(r') = ~ Jr du g3(U) 
-I ff -I ~r-u 

However, 'her') is continuous over - 1 <r/ <ro and 
Y3( -1) = tP3(0) = tP(O,O) =0. Therefore, we obtain Eq. 
(3.14) for - 1 <r<ro. 

To complete the proof, note that the continuity of Y3 (r) 
over - l<r<ro guarantees that the integral in Eq. (3.14) 
has a limit as r-+ - 1 from the above and that this limit is 
Y3( -1) =0. 

D. Theorem on uniqueness 

An obvious corollary of the above theorem is the 
uniqueness of Y3 for a given g3 such that Eq. (3.5) holds and 
the uniqueness of Y2 for a given g2 such that Eq. (3.6) holds. 
The following theorem is on the uniqueness of g3 for a given 
Y3 such that Eq. (3.14) holds and on the uniqueness ofg2 for 
a given Y2 such that Eq. (3.15) holds. 

Theorem: (1) let g; be any real valued and continuous 
function with the domain ] - l,r 0 [ such that, for all r satis

fying - 1 <.r < ro, g; (u)/~ r - u is integrable over [ - l,r] 
and 

1 Jr g; (u) 
Y3(r) = - du , 

ff -I ~r-u 
(3.18 ) 

where the value of the integral at r = - 1 is defined as its 
limit as r-+ - 1 from above. Theng; =g3' (2) Letgi be any 
real valued and continuous function with the domain ] So, 1 [ 

such that, for all s satisfying So < s< 1, gi (u)/~u - s is inte
grable over [s, 1] and 

1 J.s gi (u) 
Y2(S) = - du--, 

ff I ~u - S 

(3.19 ) 
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where the value of the integral at s = 1 is defined as its limit 
as s ..... 1 from below. Then gi = g2' 

Proof We shall only supply the proof of part ( 1) of the 
theorem. From Eqs. (3.14) and (3.18), 

1 Jr ~(u) , 
- du = 0, ~: =g3 -g3' 
ff -I ~r-u 

For fixed r> - 1 we introduce the function 

~(u) 
¢ (u,r/): = ----;::;=~~:;:=~ 

ff~ (r - r')(r/ - u) 

defined over the open triangular domain 

Dr: = {(u,r/): - 1 <r/ <r, - 1 <u<r/}, 

(3.20) 

(3.21 ) 

which is obtained from the triangular domain Dr (illustrated 
in Fig. 3) by transposing the r/ and u axes. Here, ¢ is clearly 
continuous on Dr' 

Also, since ~ (u) I ~ r - u is integrable over [ - l,r], so 
is I~(u) 1.25 Therefore, from Eq. (3.13), the following iterat
ed integral exists: 

I I du L dr/I¢(u,r') I = I I dulMu) I· 

Therefore, from the same theorems24 of Fubini that were 
used to prove the preceding theorem, the double integral of ¢ 
over Dr exists and is equal to both of the following iterated 
integrals that also exist: 

I I du L dr' ¢(u,r') = I IdrJ~ I du¢(u,r') , 

Therefore, from Eqs. (3.13), (3.20), and (3.21), 

Jr du ~(u) = O. 
-I 

(3.22) 

However, from the second ofEqs. (3.20) and from the conti
nuity ofg; (a premise of this theorem) and the continuity of 
g3 [line after Eq. (3.5)], ~(u) is continuous over 
- 1 <u<ro. Therefore, upon diiferentiating26 (3.22) with 
respect to r, one obtains ~(r) = 0 for all r such that 
- 1 < r< roo Therefore, g; (u) = g3(U) for all u such that 
- 1 <u<ro. Q.E.D. 

E. Replacement of (r,s) by (u, v) in the Abel transforms 

Upon introducing the changes 

r-+r(u), s-+s(v) 

in the variables of integration in Eqs. (3.5) and (3.6), re
spectively, and upon using Eqs. (3.1) to (3.4), one obtains 
that form of the Abel transforms that was given in Sec. I by 
Eqs. (1.10). The same substitutions for the free variables r 
and s in Eqs. (3.14) and (3.15), respectively, yields Eqs. 
(1.9) of Sec. I. 

IV. SOLUTION OF THE INITIAL VALUE PROBLEM 

A. Some preliminary definitions 

In the following definitions, wand z denote any given 
finite complex numbers, C denotes the extended complex 
plane and r denotes any member of C. All curves that we 
consider in the complex plane are understood (though we do 
not explicitly say so) to be continuous, piecewise smooth, 
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rectifiable, and simple. An oriented closed curve is called a 
contour. 

Definition: Iw,zl = Iz,wl will denote that straight line 
segment whose end points are wand z and which includes w 
andz. 

Definition: b(w,r) and Xz(z,r) will denote the holo
morphic functions of r given by those branches of 

(
r+ 1)112 (r-l)IIZ X3(w,r) = -- and Xz(z,r) = --
r-w r-z 

(4.1 ) 

whose cuts are I - l,wl and 11,zl, respectively, and which 
have the values + 1 at r = 00. It is to be understood that 

X3( - l,r): = 1 andXz(1,r): = 1, 

for all TEe. 
Definition: f-l(w,z,r) will denote the holomorphic func

tion of r which is given by that branch of 

f-l(w,z,r) = [(r- w)(r-z)]I/Z (4.2) 

whose cut is I w,zl and which satisfies 

r-1f-l(w,z,r) --+ 1 as r--+ 00. 

Note that f-l(w,w,r) = r - w. 
Definitions ofr + and r _ for a given contour r: For any 

given positively oriented contour r in the complex plane, 
r + and r _ will denote those bounded and unbounded open 
subsets of C, respectively, which have r as their mutual 
boundary. (In descriptive terms, r + is the open region in
side rand r _ is the open region outside r.) 

B. Motivation 

We shall first explain how we arrived at the form of the 
solutions given by Eqs. (1.6) and (1.7). This explanation 
has a strictly motivational purpose and will, therefore, be 
scant on computational details and proofs. 

We follow a classical pattern and seek a solution of Eq. 
( 1.4) which is a function of u times a function of v. Equiv
alently, recalling that p = (s - r)/2, we seek a solution 

y(r,s): = ¢(ur,vs) (4.3) 

of 

2(s - r)Yrs - Ys + Yr = 0 (4.4) 

such that Y( r,s) is a function of r times a function of s. This 
particular solution will be denoted by x(r,s,r) and is ex
pressible in the form 

x(r,s,r) = X3(r,r)Xz(s,r), (4.5) 

where r is the separation parameter and where we have nor
malized the factors so that they are given by Eqs. (4.1). One 
obtains the functions of u and v by the substitutions r --+ r( u) 
and s--+s(v). 

Real-valued solutions Y of Eq. (4.4) with the domain 
(see Sec. II M and Fig. 2) 

DIY = {(r,s)ER z: -1.;;;r<ro, so<s.;;;l, s<r} 

can now be constructed by taking suitable superpositions of 
x(r,s,r) over the complex parameter r. Contour integrals 
immediately come to mind and, in particular, one thinks of 
contours r3 and r z which surround the cuts ofX3(r,r) and 
Xz(s,r), respectively. Thus, we construct the superposition 

882 J. Math. Phys., Vol. 30, No.4, April 1989 

f3 f, 

(-1 r) (6) REAL AXIS 

OF T·PLANE 

FIG. 4. Illustrative choices for the contours r 3 and r 2' 

y(r,s) = 3y(r,s) + zy(r,s), 

where (j = 3,2) 

jy(r,s) = _1_. f dr X (r,s,r)fj (r) 
2m Jrj 

(4.6) 

(4.7) 

and wheref3( r) and.t;( r) are any holomorphic functions of 
r whose domains satisfy 

[- l,ro[: = {r: - l';;;r<ro}Cdom.t;, 

]so,1 ]: = {s:so < s';;; 1} C dom};. 

In addition,fj satisfies the reality condition 

[fj(r*)]* =fj(r). 

For given f3' .t; and (r,s), r3 and r z are any positively ori
ented contours which are disjoint and which satisfy 

[ - l,r] cr3+' [s,l] cr2+' 

(rjUrj+ )Cdomfj (j= 3,2). 

Possible choices of r 3 and r z are shown in Fig. 4. It is appar
ent from Eqs. (4.1), (4.5), and (4.7) that 

3Y( -1,s) =0, zy(r,l) =0. 

Therefore, from Eqs. (4.6), 

y(r,l) = 3y(r,1), y( - l,s) = zy( - l,s). 

Now let the contours of integration be contracted so 
that the points on r 3 and r z approach points on [ - l,r] and 
[s,I], respectively. Specifically, choose r 3 as we can always 
do so that it is made up of two straight line segments parallel 
to [ - l,r] and two semicircular arcs with centers at - 1 
and r (see Fig. 4). Likewise, choose r 2 so that it is made up 
of two straight line segments parallel to [s, 1] and two semi
circular arcs with centers at 1 and s. Then let the distances of 
r3 and r 2 from [ - l,r] and [s,I], respectively, go to zero. 
The corresponding limits of the right side of Eq. (4.7) for 
j = 3 andj = 2 exist and are given by 

3y(r,s) = - dO' g3(O') (4.8) Ifr ~ 1-0' 
1T -I (r-O')(s-O') 

and 

2y(r,s) = - dO' g2 (0') , liS ~ 1+0' 
1T 1 (r - O')(s - 0') 

(4.9) 

where 

g3(O') = ~1 + 0' .t;(O'), g2(O') = ~1 - 0' .t;(O'). (4.10) 

Upon replacing r by r(u) and s by s(v) in Eqs. (4.8) and 
( 4.9), one obtains precisely the same forms as the expres
sions for 3¢(U,V) and 2¢(U,V) in Eqs. (1.6) and (1.7). 

However, theg3(O') andg2(O') given by Eqs. (4.10) are 
analytic functions of 0' and satisfy g3 ( - 1) = g2 (1) = O. 
What we shall now do in Sec. IV is to retain the forms given 
by Eqs. (4.8) and (4.9) but drop any analyticity or even 
smoothness conditions on the functions gj' Nor shall we re-
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quire that g3 ( - 1) and g2 ( 1) vanish or even exist. Instead, 
g3(0") and g2(0") are to be defined in terms of the prescribed 
initial data by Eqs. (3.5) and (3.6). 

C. Definitions and existences of 31' and 21' 

It will be observed that we remove former constraints on 
the range of (r,s) in the following definitions and at various 
later stages of Sec. IV. This is not merely done because we 
can do it. We have found such extensions useful. 

Definitions: Let the functions 3Y and 2Y be defined by 
Eqs. (4.8) and (4.9) over the domains 

dom(3Y): = {(r,s)ER 2: - l<r<ro, r<s< oo}, 

and 

dom(2Y): = {(r,s)ER 2:so <s<l, - 00 <r<s}, 

respectively, where it is to be understood that 

3Y( -l,s): = lim [3y(r,s)], 
r_ -1 

2y(r,1): = lim [2y(r,s)], 
s-I 

(4.11 ) 

( 4.12) 

(4.13 ) 

and where g3(0") and g2(0") are defined by Eqs. (3.5) and 
(3.6). 

Theorem: 3yand 2Y exist. 
Proof: Consider 3Y' for example. The proof of its exis

tence will be given in three stages labeled (1), (2), and (3). 
(1) Let us first restrict ourselves to those (r,s) in the 

domain (4.11) of 3Y such that r> - 1. Note that the inte
grand in Eq. (4.8) is expressible as the product 

[1T~] [vf§]. 
For fixed (r,s), we already know from a theorem in Sec. 
III C that the first factor in the above product is integrable 
over [ - 1 ,r]. The second factoris continuous over [ - 1 ,r] . 
Therefore, from a theorem25 on Lebesgue integrals, the 
product is integrable over [ - 1 ,r]. That proves the exis
tence of 3y(r,s) when r> - 1. 

(2) Before we go on with the proof, we shall introduce a 
few definitions. ForO<u < uo, let rP3(U, + ) and rP3(U, - ) be 
defined by 

."1. {1p3(U), if1p3(u);;;,0, 
'f'3(U, + ): = . 

0, otherwIse, 

."1. ( _ • _ { - 1p3 (u), if 1p3 (u) <0, 
'f'3 U, ). - . 

0, otherwIse, 

rP3(0, + ) =rP3(0,-) =0. 

Note that rP3(U, ± ) are non-negative nondecreasing func
tions of u and are C I. Also, 

1p3(U, ± );;;.0, rP3(U) = rP3(U, + ) - rP3(U, - ). 

All of the preceding proofs and theorems clearly remain val
id if we replace rP3(U) by rP3(U, ±) and, correspondingly, 
replace the definitions (3.4), (3.5), and (4.8) by 

( ) • .1. ( ) ( ) fa d 'h (r, ± ) Y3 r, ± . = 'f'3 u,' ± , g3 0", ± : = r , 
-I ~O"-r 

( ±).- 1 f' d g3(0",±)~1-0" 3Y r,s, . - - 0" . 
1T -I ~(r - O")(s - 0") 

(4.14) 
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FromEqs. (2.28) and (4.14), 'h(r, ± );;;.0 and 

g3(0"' ± );;;.0 3y(r,s, ± );;;.0, 

g3(0") =g3(0"' +) -g3(0"' -), 

3y(r,s) = 3y(r,s, + ) - 3y(r,s, - ). 

(4.15 ) 

(3) Now still assuming that r> - 1, note that for given 
rand s, 

{f2-r . 
--, If s<l, 

-V s - 0" max 2'f 1 
--,IS;;;' . 
s+l 

M(r,S):=[ ~] = ps-r 

( 4.16) 

From Eqs. (3.14) [with Y3(r) and g3(0") replaced by 
Y3(r, ± ) and g3(0"' ± ), respectively] and (4.14), one ob
tains27 

3y(r,s, ± ) <M(r,s)Y3(r, ± ). 
SinceY3(r, ±) is a continuous function of rover - l<r<ro 
and Y3( - 1, ± ) = 0, it follows from Eqs. (4.15) and 
( 4.16) that the limit of 3Y( r,s) as r -+ - 1 exists and equals 0. 
Therefore, Y3( - 1,s) exists. That completes the proof. The 
following corollary is obvious. 

Corollary: For all - 1 < s < 00 and - 00 < r < 1, respec
tively, 

3y(-1,s)=0, 2y(r,l) =0. (4.17) 

D. The Green's functions G3 and G2 

Definitions: Let G3 and G2 denote those functions whose 
domains are 

dom G3: = {(r',r,s)ER 3: - 00 <r' <r< 1,r<s< oo} 

and 

dom G2: = {(s',s,r)ER 3: - 1 <s<s' < 00, - 00 <r<s} 

and whose values are defined by 

G3(r',r,s): = - dO" Ii' ~ 1-0" 1T r' (0" - r')(r - O")(s - 0") 

(4.18 ) 

and 

1 is G2(s',s,r): = - - dO" 
1T s' (s' - 0") (0" - s) (0" - r) 

1+0" 

( 4.19) 

Theorem: G3 and G2 exist. 
Proof: Consider G3, for example. For given (r',r,s) in 

dom G3 , it can be seen from Eq. (3.13) that the integrand in 
Eq. (4.18) is the product of a function of 0" which is integra
ble over [r',r] and of a function of 0", viz., 

~ (1 - O")/(s - 0"), which is continuous on [r',r]. The exis
tence of G3(r',r,s) then follows from a well-known 
theorem.25 

In Sec. IV E, we shall obtain contour integrals for G3 
and G2• The contour integrals will permit us in an obvious 
way to extend G3 and G2 to the domains 
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dom G3 = {(r',r,s)ER 3:r <S, r' <s, r< 1, r' < 1}, 

dom G2 = {(s',s,r)ER 3: r <S, r<s', - 1 <s, - 1 <s'} 

(4.20) 

such that the extended G3 and G2 are continuous over these 
domains and satisfy 

G3(r,r',s') = G3(r',r,s), G2(s,s',r) = G2(s',s,r). 
(4.21 ) 

Given the existence of these continuous extensions and Eqs. 
(4.17), the two sentences in the following theorem are mani
fest for r = - 1 and s = 1, respectively. They need be prov
en only for r> - 1 and s < 1, respectively. 

Theorem: For any given (r,s) in dom 3r, the product 
Y3(r')G3(r',r,s) is integrable over - l..;;r''';;rand 

3r(r,s) = f~ 1 dr' Y3(r')G3 (r',r,s). (4.22) 

For any given (r,s) in dom 2r, the product Y2(S')G2(s',s,r) is 
integrable over s..;;s'..;; 1 and 

2r(r,s) = f ds' Y2(S')G2(s',s,r). (4.23) 

Proof Consider, for example, 3r. For fixed (r,s) such 
that - 1 < r < r 0 and r < s < 00, let F denote that function 
whose domain is Dr and which has the values 

F(r',a): =/(r',a) ~ 1 - a , (4.24) 
s - a 

where / (r' ,a) and the open triangular region Dr were de
fined by Eq. (3.16) and Fig. 3. We have already proven in 
Sec. III C that / is integrable over Dr. Also, 

~ (1 - a)/(s - a) is a continuous function of (r',a) over 
the closure of Dr. Therefore,25 Fis integrable over Dr> where
upon it follows from a theorem ofFubini24 that the following 
two iterated integrals exist and are equal: 

I

r 

daI" dr' F(r',a) = I
r 

dr' ir 

da F(r',a). (4.25) 
-1 -1 -1" 

Note, however, from Eqs. (3.5), (3.16), and (4.24) that the 
left side of the above Eq. (4.25) is 3r(r,s) as defined by Eq. 
(4.8). The right side of Eq. (4.25) is precisely the right side 
ofEq. (4.22) with G3 given by Eq. (4.18). Q.E.D. 

E. Contour integrals for G3 and G2 

Theorem: Recalling the definitions (4.1 ) and ( 4.2) of Xj 
and J1-, 

G ( ' ) - lId X2(S,7) 
3 r ,r,s - -. 7 

2m '6, J1-(r',r,7) 
(4.26) 

and 

G ( ' ) - lId X3(r,7) 2 s ,s,r - - 7 , 
21Ti '6, J1-(S',S,7) 

(4.27) 

where Ctf 3 and Ctf 2 are any positively oriented contuurs such 
that 

Ir',rl C Ctf 3+' 

Is',sl C Ctf 2+' 

Is,llc'ti 3_, 

Ir, - 11 C Ctf 2-. 
(4.28) 

The topological relations of the contours Ctf j to the cuts of 
the integrands are depicted in Figs. 5 and 6. 
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C3 

"----~ 

FIG. 5. Sample choice of the contour 'iff 3. 

REAL AXIS 

OF r-PLANE 

Proof Consider, for example, the proof of Eq. (4.26). 
We start with the integral on the right side ofEq. (4.26) and 
select a Ctf 3 that is dumbbell shaped and is composed of two 
straight line segments parallel to I r' ,rl and of two circular 
arcs with centers at r' and r. Specifically, let 8 and E be any 
positive real numbers such that E < 8 < (r - r') 12. Then the 
straight line segments are 

L ± : = {a ± iE:r' + ~..;;a..;;r -~} 
and the circular arcs are 

sf': = {r' + 8ei():eo..;;e";;21T - eo}, 

sf: = {r + 8ei
(): - 1T + eo..;;e";;1T - eo}, 

where 0 < eo: = arcsin(E!8) < 1T/2. 
Now, let E""'O while holding 8 fixed. Since the value of 

the integral on the right side ofEq. (4.26) is independent of E 

and since 

J1-(y',r,a±iE)"'" ±i~(a-r')(r-a), 

b(s,a ± iE) ..... ~ (1 - a)/(s - a) (r' < a < r <s), 

as E ..... 0, it follows that the right side of Ea. (4.26) equals 

_1_ f d7 X2(S,7) 
21Ti J'6' J1-(r',r,7) 

+ - da (4.29) 1 ir-l> ~ 1 - a 
1T "+l> (a-r')(r-a)(s-a) , 

where Ctf is the following union of two positively oriented 
circles: 

Next, let 8 ..... 0 in (4.29) where it is to be noted that the right 
side of Eq. (4.26) is also independent of 8. The first term in 
(4.26) clearly has the limit 0 as 8 ..... 0 and, by a well-known 
theorem on Lebesgue integrals, the second term has the limit 
given by the defining expression for G3(r',r,s) in Eq. 
(4.18). Q.E.D. 

One can deform Ctf 3 and 'ti 2 subject only to the condi
tions (4.28). In this way, one can obtain the following alter
native expressions for G3 and G2 : 

G3(r',r,s) = 1 __ 1_ f d7 X2(S,7) 
21Ti J.r. #(r',r,7) ' 

G
2
(s',s,r) = 1 __ 1_ f d7 X3(r,7) 

21Ti J.r, J1-(S',S,7) ' 

(4.30) 

where %3 and %2 are any positively oriented contours 
such that 

-1 r 

FIG. 6. Sample choice of the contour 'iff 2. 

REAL AXIS 

OF r-PLANE 
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11,sIC%3+' 

1- 1,rl c%2+' 

Ir',rl C%3_' 

Is',sl C%2_' 
(4.31) 

F. A few properties of G3 and G2 

Below, C 3 denotes the Cartesian product C X C X C. 
Lemma: For any given (a',a,b)Edom G3 and 

(d ',d,c) Edom G2 and any given positively oriented circles 
Ctff 3' %3' Crff 2' and %2 such that 

la',al C Crff 3+' 11,b I C%3+' %3 C Crff 3-' 

Id',dICCrff2+' 1-1,cIC%2+' %2 CCrff 2_' 

let Y 3 and Y 2 denote those functions whose domains are 

dom Y 3: = {(r',r,s)EC 3:r',rECtff 3+ and SE%3+}' 

dom Y 2: = {(s',s,r)EC 3:s',SECtff 2+ and rE%2+}' 

and whose values are defined by the right sides ofEqs. (4.26) 
and (4.27), respectively. Then dom Y 3 and dom Y 2 are 
open spheroids of C 3 and are neighborhoods of (a' ,a,b) and 
(d ',d,c), respectively. Moreover, Y 3 and Y 2 are holomor
phic. (Note that Y 3 and [§ 2 are extensions ofthe restrictions 
of G3 and G2 to the real sections of dom Y 3 and dom [§ 2' 
respectively. ) 

Outline of Proof: Consider, for example, [§ 3' The state
ments that dom [§ 3 is an open spheroid in C 3 and is a neigh
borhood of (a',a,b) are evident. The first major step is to 
prove that the integrand in Eq. (4.26) is continuous over the 
set of all (7',r,s,l") such that (r',r,s)Edom [§ 3 and TECrff 3' 
Then one proves that, for any fixed TECrff 3' the integrand is a 
holomorphic function of each one of the complex variables 
r' ,r, and s when the other two variables are held fixed in 
value. (For example, for any given l"ECrff 3' rECrff 3+' and 
SE% 3 , the integrand is a holomorphic function of r' 

+ D . 
throughout Crff 3+') It follows from a theorem on path mte-
grals off unctions of two complex variables that [§ 3 (r' ,r,s) 
exists and is a holomorphic function of each one of the vari
ables r', r, and S for any given values of the other two vari
ables. Hence, from a theorem29 of Hartogs, [§ 3 (r',r,s) is a 
holomorphic function of (r' ,r,s) throughout 
dom [§ 3' Q.E.D. 

The above lemma taken together with well-known theo
rems29 on holomorphic functions of many complex variables 
directly yields the following two theorems. 

Theorem: G3 and G2 are real analytic functions through
out their domains. Also, there exist holomorphic extensions 
of G3 and G2 to open subsets of C 3

• 

Theorem: For any given TECrff 3' the integrand in Eq. 
( 4.26) is a real analytic function of (r' ,r,s) and 

a
k

+
m

+
n
G3(r',r,s) =-1-5 dr a

k
+

m
+

n 
[ %2(S,1") ] 

ar'k a~ asn 21Ti 'C, ar'k a~ asn p,(r',r,l") 

for any non-negative integers k, m, and n (where, of course, 
the above integral exists). A like statement holds for partial 
differentiation in Eq. (4.27). 

Theorem: 

[ 
a2 a a] , 

2(s - r)-- + - - - G3(r ,r,s) = ° 
aras ar as 

(4.32) 

and 

885 J. Math, Phys., Vol. 30, No.4, April 1989 

[ 
a2 a a] , 2(s - r)-- + - - - G2(s ,s,r) = 0. 

aras ar as 
(4.33 ) 

Moreover, the above Eq. (4.32) remains valid if one replaces 
rand s in the operator in brackets by r' and s or by r' and r. 
Likewise, Eq. (4.33) remains valid if one replaces rand s in 
the operator in brackets by s' and r or by s' and s. 

Proof: Equation (4.32) follows from the preceding 
theorem and from Eqs. (4.1), (4.2) and the equation 

[ 2(S - r)~ +!... - !...]{[ (r - 1") (s -1")] -1/2} = 0. 
aras ar as 

The other parts of the theorem are proven in the same way. 
Other properties of G3 and G2 that we shall need are 

G3 (r',r,1) = 1, G2 (s',s,l) = 1, (4.34) 

and 

G3(r,r,s) = ~ 1 - r, G2(s,s,r) = ~ s + 1. (4.35) 
s-r s-r 

Equations (4.34) are implied by Eqs. (4.1), (4.2), and 
(4.30). Equations (4.35) are implied by Eqs. (4.1), (4.2), 
(4.26), and (4.27). 

Interested readers are invited to explore other proper
ties of these functions including the relation between G3 and 
G2, their reduction to elliptic integrals and their relation to 
the Green's function employed by Szekeres. lOur only cur
rent reason for introducing G3 and G2 is that they furnish a 
neat way of proving that Eqs. (1.5) to (1. 7) and Eq. (1.1 0) 
furnish a solution of the general initial value problem for the 
collinear polarization case. For this purpose, all of the prop
erties that we shall need have been given above in our theo
rems and in Eqs. (4.34) and (4.35). 

G. The final theorems 

Definitions: Let 3¢ and 2¢ denote those functions which 
each have the domain IV and whose values are given by 

j¢(u,v): = jy(r(u),s(v» (j = 3,2). (4.36) 

From Eqs. (4.8) and (4.9) and from the definitions and 
the theorem in Sec. IV C we see that 3¢ and 2¢ exist and are 
given by Eqs. (1.6) and (1.7). From Eqs. (2.20) and (4.17), 

3¢(0,V) = 0, 1,¢(u,O) = ° (4.37) 

for all O';;;v < Vo and O.;;;u < uo, respectively. From Eqs. 
(3.14), (3.15), (4.8), and (4.9) 

3y(r,I) = Y3 (r), 2Y( - l,s) = Y2(S). 

Therefore, Eqs. (2.20), (3.4), and (4.36) yield 

3¢(U,Q) = ¢3(U), 2¢(0,V) = ¢2(V), 

(4.38) 

(4.39) 

where we recall that ¢3(U): = ¢(u,O) and ¢2(V): = ¢(O,v). 
From Eqs. (3.4), (4.22), (4.23), and (4.36), we further ob
tain 

and 

2¢(U,V) = fdV' ¢2(V')G2[s(v'),s(v),r(u)]. (4.41) 

We are now in a position to prove a key theorem. 
Theorem: (a) adJ(u,v)lau,aj¢(u,v)lav and 
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a 2j "'( u,v) / auav exist and are continuous throughout region 
IV. (b) j'" satisfies the linear hyperbolic partial differential 
Eq. (1.4) throughout IV. 

Proof Consider 3"" for example. Part (a) of the theorem 
follows easily from the corollary in Sec. VI F concerning the 
analyticity of G3 and from our premise that r( u), s( v) and 
"'3(U) are C 1. To prove part (b), we first note that Eq. (4.32) 
and the relationp(u,v) = [s(v) - r(u)]l2 imply 

[2P~+Pu ~+Pv ~]G3[r(UI),r(u),s(V)] =0. 
au av av au 

Therefore, from Eq. (4.40) 

[ 
a2 a a ] 

2p au av + Pu av + Pv au 3"'(U,V) 

= [s(v) - r(u)] aG3 [r(u),r(u),s(v)] 
av 

+ l. s( v) G3 [r( u ),r(u ),s( v) ]. 
2 

The above equation and the first of Eqs. (4.35) imply that 
the right side of the above equation vanishes for all (u,v) in 
IV. Q.E.D. 

The focus of this entire paper is the following corollary 
which is directly implied by the preceding theorem and Eqs. 
(4.37) and (4.39). 

Corollary: 3'" + 2'" satisfies Eq. (1.4) throughout IV 
and, moreover, 

(3'" + 2"')(U,0) = ",(u,O), (3'" + 2"')(0,V) = ",(O,v) 

for all O";u < Uo and 0..; v < vo, respectively. 

V. PERSPECTIVES 

The method oflinear superposition that was used in this 
paper to obtain a general solution of colliding gravitational 
plane waves with collinear polarizations is not applicable to 
noncollinear polarizations. A key ingredient of this method, 
viz., the fact that the solutions", ofEq. (1.4) over region IV 
is a linear space, is lacking in the noncollinear case. 

However, we have recently found an alternative method 
that yields our form of the solution of the collinear case but 
which is applicable to noncollinear as well as collinear polar
izations. This method employs a 2X 2 matrix homogeneous 
Hilbert problem (HHP). 30 It was suggested to us by an older 
2 X 2 matrix HHP that the authors employ to compute sta
tionary axisymmetric gravitational fields when the values of 
these fields on the symmetry axis are prescribed.31

-
34 

To avoid any misunderstanding we stress that there is 
no known solution in a finite closed form of the general HHP 
for colliding plane waves. (This is also true ofthe HHP for 
stationary axisymmetric fields.) However, the HHP can be 
solved in a finite closed form for many interesting particular 
cases. Moreover, the HHP can be an effective starting point 
for reducing the initial value problem to certain classical 
linear equations (e.g., Fredholm equations of the second 
kind) which are throughly understood. 

Although the HHP for colliding plane waves involves 
mathematical objects which are similar to those used in the 
HHP for stationary axisymmetric fields, we must caution 
that it is different in significant ways and that it is far more 
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complicated as regards questions like those of existence and 
uniqueness of its solutions. [The mathematical difficulties 
are not eased by our present policy of not restricting our 
choices of r(u) and s(v) and of not making any highly re
strictive assumptions concerning the differentiability class of 
the initial data functions.] The fact is that we are treading on 
new mathematical terrain.35 For this reason, we shall post
pone the exposition of the HHP until the third paper (III) of 
this series and first lay some groundwork. 

This groundwork will be given in our next paper (II), 
which will chiefly be devoted to a one-dimensional Hilbert 
problem that is equivalent to the restriction of the HHP to 
the collinear case. In this one-dimensional Hilbert problem, 
g3(C7) and gz(C7) appear as given functions which have al
ready been determined from the initial data by employing 
Eqs. (1.1 0). The solution of the one-dimensional Hilbert 
problem is a complex-valued function ¢(r,s,T) of a complex 
parameters T as well as of rand s. A generalization of a 
theorem of Plemelj supplies this solution, whereupon the 
potential", corresponding to the prescribed initial data is 

",(u,v) = [ - T¢(r(u),s(V),T)]T~ 00' 

which, as we have already noted, turns out to be the expres
sion given by Eqs. (1.5)-( 1.7). 

Note that the class of", potentials given by Eqs. (1.5)
( 1. 7) and Eqs. (1.10) is actually broader than the class of '" 
potentials corresponding to colliding gravitational plane 
waves with collinear polarizations. For the proof of these 
equations in Secs. III and IV we assumed only that r( u), 
s(v), ",(u,O), and ",(O,v) are C 1 and that r(u) > Oifu > o and 
s(v) <Oifv>O. We did not assume that r(O) =S(O) =Oas 
is required by the vacuum field equations. Nor did we as
sume that the colliding wave conditions (2.36) and (2.37) 
hold. 

In our next paper (II), we shall continue this policy of 
not assuming that reO) = s(O) = 0 and of not assuming the 
colliding wave conditions when we give the one-dimensional 
Hilbert problem and its general solution. However, we shall 
also devote some space to an investigation of the colliding 
wave conditions [understood to include reO) =s(o) =0] 
for the collinear case and of corresponding conditions that 
are satisfied by g3 (C7) andg2(C7). This investigation will yield 
especially detailed results for those metrics for which 
p(u,v) = 1 - u2 - V

Z since g3(C7) and gz(C7) are then ex
pressiblein termsof",u (u,O) and "'v (O,v) by means of simple 
(and proper) Riemann integrals. 

Note added in proof The conclusions of a theorem in 
Sec. III B on the Holder conditions obeyed by gj can be 
strengthened. In our next paper, we shall prove that (for 
v = 0) gj obeys a Holder condition of index 1/2 on any 
closed subinterval of] - 1, ro [if} = 3 and ]so,1 [if} = 2. 

ACKNOWLEDGMENTS 

This research was supported in part by Grant No. PHY-
8605958 from the National Science Foundation. 

'P. Szekeres, J. Math. Phys. 13,286 (1972). 
2B. C. Xanthopoulos, J. Math. Phys. 27, 2129 (\986). The space-times 
covered in this reference include a Maxwell field to which the method of 
Riemann is also applied. 

'See, e.g., M. Bocher, An Introduction to the Study of Integral Equations 

I. Hauser and F. J. Ernst 886 



                                                                                                                                    

(Cambridge U.P., London, 1914), 2nd ed., p. 6. 
4Along lines originally taken by Abel (see e.g., Ref. 3, pp. 8-11), a further 
generalization is obtained if one replaces rr( r - (7) '/2 in Eqs. (1.9), 
(3.14), and (3.15) by (nisin Arr) (r - (7)A , where A is any real constant 
such that 0 <A < I. Correspondingly, one replaces «(7 - r) '/2 in Eqs. 
(1.10), (3.5), and (3.6) by «(7-r) '-A. With obvious modifications, the 
proofs of these equations in Sec. III are applicable to this further general
ization if one replaces rr( r - (7) '/2 «(7 - r') ,/2 in Eq. (3.13) by (rr/ 
sin Arr) (r - (7)' - A «(7 - r')A. 

'F. J. Ernst, Phys. Rev. 167, 1175 (1968); 168,1415 (1968);J. Math. Phys. 
15,1409 (1974). 

6F. J. Ernst, A. Garcia-Diaz, and I. Hauser, J. Math. Phys. 28, 2951 
(1987). 

7We assume that the prescribed initial valuesp(u,O), E(u,O) andp(O,v), 
E(O,v) are maximally extended on the u and v axes, respectively, while 
subject to the requisite conditions which are given in Sec. II. Note that, 
unlike others, we do not scale u and v to make Uo = Vo = I. Nor do we 
assume that u and v can be chosen sothatp(uo,O) = p(O,vo) = o since this 
may not be possible for all colliding gravitational plane wave metrics. 

"We owe this use of the Heavyside symbol to K. A. Kahn and R. Penrose, 
Nature 229, 185 (1971), which contains the first published example of an 
impulsive colliding gravitational plane wave metric. The value of 8(0) is 
arbitrary and some authors do not even assign a value. We choose to make 
8(0) = 0,1 (double valued) since that is convenient for our derivations. 

9N. Rosen, Phys. Z. Sowjet. 12, 366 (1937). 
lOy. Nutku and M. Halil, Phys. Rev. Lett. 39, 1379 (1977). 
"s. Chandrasekhar and B. C. Xanthopoulos, Proc. R. Soc. London Ser. A 

398,223 (1985); A 408,175 (1986); A 410,311 (1987). 
'2F. J. Ernst, A. Garcia-Diaz, and I. Hauser, J. Math. Phys. 28, 2155 

(1987). 
l3y. Ferrari, J. Ibanez, and M. Bruni, Phys. Rev. D 36, 1053 (1987). 
'4F. J. Ernst, A. Garcia-Diaz, and I. Hauser, J. Math. Phys. 29, 681 (1988). 
15 As regards E, it is sufficient in Sec. II (except in parts of Sec II K) to 

assume that E is C ' and that E"<> exists and is continuous throughout IY. It 
is also possible to introduce other relaxations of our premises [such as 
finite number of finite step discontinuities in E(u,O) and E(O,v)]. How
ever, we prefer not to do that here. 

'6L. Schwartz, Theorie des Distributions (Hermann, Paris, 1957, 1959), 
Parts I and II. 

17See, e.g., B. Friedman, Principles and Techniques of Applied Mathematics 

887 J. Math. Phys., Vol. 30, No.4, April 1989 

(Wiley, New York, 1957), pp. 137-143. 
'"In particular, Appendix A of Ref. II supplies conform tensor components 

directly in terms of E and its derivatives. 
,oF. J. Ernst, J. Math. Phys. 15, 1409 (1974). 
2°1. Hauser, J. Math. Phys. 19,661 (1978). 
2'1. Hauser and F. J. Ernst, J. Math. Phys. 20, 1041 (1979). 
220ne can obtain this expression for C2 (apart from an irrelevant phase fac

tor) from Sec. Y of Ref. 12. Reference 12 employs specific null coordi
nates for which p( u,v) = I - u2 

- v2 but a formal transformation to gen
eral null coordinates is easily effected. 

BF. Riesz and B. Sz.-Nagy, FunctionalAnalysis (Ungar, New York, 1955), 
p.55. 

24J. H. Williamson, Lebesgue Integration (Holt, Rinehart and Winston, 
New York, 1962), Theorems 4.2b and 4.2c on pp. 64-65. 

2'See Theorem 3.3b on p. 48 and Corollary 4 on p. 51 of Ref. 24. 
26Lemma 5.2a on p. 83 of Ref. 24. 
27Theorem 3.2b on p. 43 of Ref. 24. 
2·See, e.g., M. A. Evgrafov, Analytic Functions (Dover, New York, 1978), 

Theorem 4.3 on p. 39. 
20See, e.g., S. Bochner and W. T. Martin, Several Complex Variables 

(Princeton U.P., Princeton, NJ, 1948), Chap. II. 
"''The standard treatise on homogeneous Hilbert problems is N. I. Muskhe

lishvili, Singular Integral Equations (Noordhoff, Groningen, The Neth
erlands, 1953). 

"I. Hauser and F. J. Ernst, J. Math. Phys. 21,1126 (1980). 
321. Hauser, "On the homogeneous Hilbert problem for effecting Kinners

ley-Chitre Transformations" in Lecture Notes in Physics, Yol. 205, Solu
tions of Einstein's Equations: Techniques and Results, edited by C. Hoen
selaers and W. Dietz (Springer-Yerlag, Berlin, 1984), pp. 128-175. 

331. Hauser and F. J. Ernst, "The Riemann-Hilbert approach to the axial 
Einstein equations" in: Solitons in General Relativity, edited by H. C. 
Morris and R. Dodd (Plenum, New York, to be published). 

"The HHP that we employed to generate stationary axisymmetric gravita
tional fields can also be used to generate some colliding gravitational plane 
waves. This was done, e.g., in Ref. 14. 

)'For example, consider that our HHP for colliding plane waves is an HHP 
on arcs (as opposed to our HHP for stationary axisymmetric fields which 
is defined on a contour). The one-dimensional HHP on arcs is covered in 
Chap. 10 of Ref. 30 under premises that are a bit too restrictive for our 
needs. The matrix HHP on arcs is not even mentioned in Ref. 30. 

I. Hauser and F. J. Ernst 887 



                                                                                                                                    

Separable coordinates and particle creation. II: Two new vacua related 
to accelerating observers 

Isaias Costa8
) 

Institutfur Theoretische Physik, Universitiit Wien, Wien, Austria and Centro Brasileiro de Pesquisas 
Fisicas, Rio de Janeiro 22290, Brazil 

(Received 13 November 1986; accepted for publication 9 November 1988) 

An exactly solvable example of quantum field theory in a non stationary system is presented, 
which has an inertial and a uniform accelerated asymptotic region. Two sets of solutions are 
constructed that are quasiclassical in each of these regions and they are compared. The 
Bogoliubov coefficients have thermal character and show a temperature of a oo /21T, where a oo 

is the asymptotic acceleration. This result is indeed what one would expect on the grounds of 
the Hawking effect. 

I. INTRODUCTION 

This work has its place at the interface of quantum field 
theory and gravitation. There we attack the very first prob
lem of writing quantum field theory in general coordinates 
without leaving flat space-time. This is known, after the 
work of Fulling, I to be anything but trivial: the very concept 
of particle is not well defined,2 so that what appears to be the 
vacuum to an inertial observer will look like a thermal state 
for uniformly accelerated observer with a temperature pro
portional to his acceleration. In the technically very similar 
Hawking effect,3 the acceleration will be replaced by the sur
face gravity of a black hole showing the first well-established 
physical effect of quantum gravity.4 

In this series of papers we investigate the two-dimen
sional Minkowski space with the help of the separable or
thogonal coordinates with which the massive Klein-Gordon 
equation separates. 5 They play the same important role as 
their Euclidean equivalents-polar, elliptic, and parabolic 
coordinates-play in all physics. These coordinates are 
adapted to very interesting physical situations like a global 
boost and an observer that is inertial in the past and uniform
ly accelerated in the future. They are also useful to study 
compact regions of the Minkowski plane. They are often not 
static and, because of their simplicity, give us hope to master 
this difficult situation. They are also easily generalized to 
more dimensions.6 And, above all, they are such that the 
Klein-Gordon equation (and most other interesting quanti
ties) is exactly solvable, distilling the physical understand
ing from the mathematical difficulties of the problem. 

We solve the special case of an accelerating observer in 
Sec. II. This example provides us with a clear interpretation 
of the effect of particle creation, thus giving an alternative to 
the detector analysis,7 which has been so deeply criticized by 
Grove and Ottewill and by Hinton.8 In Sec. III there is a 
discussion. 

II. TWO NEW VACUA 

We now proceed to construct quantum field theory in 
the special case of an accelerating coordinate system.5 We 
choose it for three reasons: its well-known asymptotes; its 

a) Pennanent address: Centro Brasileiro de Pesquisas Fisicas, Rua Dr. Xa· 
vier Sigaud, 150, Rio de Janeiro 22290, Brazil (LC54). 

techical simplicity; and because it gives a unique opportunity 
to exactly study a system that describes inertial and acceler
ated movements asymptotically, allowing for the interpreta
tion of particle creation in the framework of only one system 
of observers. This has an obvious episthemological superior
ity to the Rindler systems.9 The straightforward application 
of the recipe given here to other systems will be developed in 
forthcoming papers. 

Like Letaw and Pfautsch 10 we merely calculate the solu
tions of the Klein-Gordon equation in two systems of co
ordinates with the special boundary conditions that we call 
quasiclassical. After normalizing them, we calculate the Bo
goliubov coefficients that give the expectation value of the 
number operator in this basis over the vacuum of the Carte
sian plane waves. We use the conventions and notation of 
Birrel and Davies. 1 

I 

We consider the following transformation of coordi
nates: 

t + x = (21w)sinh w(T + X), 

t-x= (-lIw)exp - w(T-X), 
(1) 

where (f,x) are Cartesian and ( T,X) are accelerating coordi
nates (see Fig. 1). In the latter coordinates, the Minkowski 
metric is written as 

(2) 

The proper time along X = Xo, which is everywhere time
like, is then 

s= (lIw) ~e-2wT +e2wX" + (lIw)eWx"arcsinhew(T+x,,). 
(3) 

The acceleration along X = Xo is 

T=' 

---~'-A::::!=-- T=O 

T=-I 

X--1 X=O X=I 

FIG. I. The accelerating coordi
nate system, with w = I. 
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(4) 

so that 

lim a( T,xo) = w exp(2wXo + 3wT) = 0 (5) 
T- - 00 

and 

lim a(T,Xo)=wexp(-wXo)=:a",. (6) 
T- - 00 

The curve T = To is a Cauchy surface for the semi plane 
t - x < 0, since it is spacelike and has either a spacelike curve 
or the boundary t + x = 0 as an asymptote. On the problem 
of analytic continuation over the horizon see Ref. 12. For 
more details see Ref. 13. 

Here, the Klein-Gordon equation is 

(a}-ai)U(T,X) = _m2(e- 2wT +e2Wx)U(T,x) (7) 

and separates in the following equations: 

:::: + (m2w2y2 + K2)F= 0, (8a) 

with 

and 

y= e- wT /w, 

Z=ewx/w, 

U(T,x) =F(n·G(X). 

(8b) 

(9) 

( 10) 

Equations (8) are two Bessel equations with imaginary or
der iv, where we write 

v=K/w 

for simplicity. 
To state the orthonormality conditions 

we define the scalar product as 

(U,U,): = - i Is dS a uaa U*, 

(11 ) 

(12) 

(13) 

where sa is a Cauchy surface and dS a is a future pointing 
unit vector: 

dS a= (g)1/2g"b€bc dxc, 

that is, 

(14) 

dS a = 7]ab€bc dX c
• (15) 

As the Cauchy surface can be chosen to be the coordinate 
line T = To, we have dT = 0 and 

dsa=8~ dx, 

so that 

(UIU) = - iFdF* f dx 0''0*. 

The use of Eq. (8b) and partial integration give 

(16) 

(17) 

(UKIUL ) = [- iFKd TF!I(K 2 _L2)] 17;, GKdxG!I;:~:. 
(18) 
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We now need the boundary conditions. For that we sub
stitute 

U( T,x) = A (T ,x)exp[iS( T,X)] (19) 

in the Klein-Gordon equation and obtain 

- m2U = A;a aeiS + i(2A;aS;aeis + S;a au) - S;aS;au. 
(20) 

In the limit of geometrical optics, or quasiclassical, where A 
varies slower than S, that is, where 

DA <,s.aS;a _ m2, (21) 
A ' 

the real part ofEq. (20) becomes the Hamilton-Jacobi equa
tion, 

S;aS;a = m2. (22) 

In the conformal metric it is written as 

(23) 

and then 

S(T,x) = ± f dT~K2+m2w2y2(n 
± f dX ~K2 - m2w2Z2(X) , (24) 

so that A exp[iS( T,x)] gives thequasiclassical asymptote of 
the solution. 

We illustrate this in the special case of accelerating co
ordinates. The boundary conditions select the Bessel func
tions that have as asymptotes 

lim Fo-e ± iKT _ Y ± iv, 
y-o 

lim F", -e± imY, 
Y-", 

lim Go_e±iKX_Z ±iv, 
z-o 

lim G", _ e ± mZ. 

z-", 

These are 

Fo = J ± iv (m y), 

F", = H7v(mY)or HJv(mY), 

Go = I ±iV(mZ), 

G", = Kiv (mZ)or I iv (mZ). 

(25) 

(26) 

We have to disregard the solutions with I iv since they di
verge at large arguments. We remain with two complete sets 
of orthonormal exact solutions: 

u~ert = Hv(1 - e 21TV)!1rw H Jv (m y)Kiv (mZ), 

U~cc = ~ (v!1rw)Jiv (my)Kiv (mZ). 

(27) 

(28) 

We call them inertial and accelerated solutions because they 
are adapted to observers that are asymptotically inertial and 
accelerated, respectively, as they are quasiclassical at Y -+ 00 , 

Z -+ 00 and at Y -+ 0, Z -+ 00 • Note that the inertial modes are 
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not included in the Sanchezl4 class ofvaccua as they are not 
eigenstates of the operator aT even asymptotically. For de
tails, see Ref. 13. 

We may, in general, compare two bases UK and VL 

through the Bogoliubov coefficients A and R: 

(29) and 

R"k = - iF~ f dXG"Uk + iF" f dXG"aTUk' (42) 

We calculate the two integrals 

II: = f dX G" (X)udt(T,x),x(T,x») (43) 

The vacuum states defined with the help of annihilation op- f 
erators are also related by means of these coefficients. In 10: = dX G(X)aTudt(T ,x),x(T ,x»). (44) 

particular, the expectat~on value of the number operator of V 
particles in the U vacuum is given by If we put the expression (39) in Eq. (44) and use 

(30) 

We now compare the two bases U ace and Uinert. We will 
indulge the reader with some detail in the calculations to 
stress the importance of the boundary conditions, as they 
determine the Bogoliubov coefficients and particle creation. 
This is in accordance with Sanchez. 14 The Bogoliubov coeffi
cient, 

B ace inert = _ (U ace U inert> > 
vJ1. v' J.l (31) 

is, much like Eq. (17), 

Race inert = i (_1_.JV ~p,(1- e - 21TU)I1TW) 
"I' ,? _ p,2 w2 1TW 2 

(32) 

so that 

B~~einert= (~e21TV_1) 18(v-p,). (33) 

For these calculations see Ref. 13. 
Next we compare these bases with the Cartesian one, 

that is, with plane waves in the original coordinates, 

(34) 

In the variables (Y,Z), it holds that 

Et-kx= _ ~ [(E:k)(~_ ~)+W(E+k)YZ] 
(35) 

and 

aTUk= - ~ [(E-k)(~+~)+W2(E+k)YZ]Uk' 
(36) 

Their limits when Y -+ 0 are 

Et - kx = [(E - k)/2wY]Z, 

aTUk = - (i/2) [(E - k)/y]Zuk> 

so that 

Uk =!( 1TE) -1/2 exp{ - i[ (E - k)/2wY ]Z} 

and 

(37) 

(38) 

(39) 

a i E - k -1/2 ( . E - k ) TU k =----Z(1TE) exp -I--Z. 
4 Y 2wY 

is 

890 

The Bogoliubov coefficient 

B"k =- (U"lur> 
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(40) 

(41) 

G" = Ki,,(mZ) (45) 

we get the Fourier transformation 

1 [ . (E - k)] 
10= 2[iii -I 2Y 

f dZ [ . (E - k) ] X ~Ki,,(mZ)exp -1 2wY Z . (46) 

These two integrals are easy to evaluatel5 in the limit Y -+0: 

1 - e- 1TV12 i (1T)1I2 [(E - k)i" 
0- 4 sinh 1TV --; wmY 

(
E- k)-i" ] _ __ e1TV12 

wmY 
(47) 

and 

I - e- ",,/2 - I (1T)1I2 [(E _ k)i" 
1- 4vsinh 1TV --; . wmY 

+ (:: ;) - i" e1TV12
] • (48) 

After the inclusion of F" we get the Bogoliubov coeffi-
cients 

Rakeart=(~)1/2 exp(-1Tv/2) (E-k)i" (49) 
" EW (iv)!2 sinh ( 1TV) 2w 

and 

B~krl cart = (1T~2vEwsinh(1TV»)-1 

XRe{( -iV)![(E-k)/2w]i"}. (50) 

Their absolute squares are 

IB~~c carl12 = (21TEw)-I(e21TV _ 1)-1 (51) 

and 

1/3~;r1 cartl2 = [2rvEW sinh ( 1TV)]-1 

XRe2
{( -iv)! [(E-k)2w]i"}. (52) 

We discuss these results in the following section. 

III. CONCLUSION 

Before we proceed to see what can be said with the re
sults we have at hand, we want to remark that one should be 
careful in coming to conclusions using only the expectation 
value of the number operator, as shown by many works. 16 

We need to have the expectation value of the energy-momen
tum tensor, the Green's functions, the density matrix, and so 
on, to have a complete understanding of the problem. 
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The Planckian form ofEq. (51) in the last section seems 
to indicate that the asymptotically accelerated vacuum is, 
compared to the Cartesian one, a thermal state with tem
perature 

8 0 = w/21TkB· (53) 

After Tolmann l7 this would mean that in the proper frame 
the temperature is 

8=80(goo)-1/2 (54) 

or, with 

lim goo = exp (2wX), 
y-o 

8 = w exp( - WX)/21TkB = a", /21TkB. 

(55) 

(56) 

Also, compared to the asymptotically inertial vacuum, 
the asymptotically accelerated vacuum would have the same 
Fulling temperature. The asymptotically inertial vacuum 
compared to the Cartesian one cannot be a thermal state. 

We illustrate the situation in the following diagram: 

8 = a", /21TkB 

Cartesian 

The Fulling effect make this result expected. The ob
server defines its "natural" -that is, in accordance with our 
boundary conditions-vacuum as long as it is inertial; then it 
accelerates and reaches a uniform acceleration a", , thus see
ing a thermal sea of particles around it, with temperature 
8 = a", /21TkB. For this observer the "natural" particle 
number is not conserved. 

The temperature between accelerated and Cartesian 
modes is in accordance with the result of Sanchez for mass
less particles. 181t is not surprising, however, that the asymp
totically inertial vacuum is not a perfect vacuum as com
pared to the Cartesian one: the exactness of the approach 
forces the asymptotically inertial states to contain vestiges of 
the nonstationarity. This is because aT is not a Killing-vector 
field in this region and you cannot choose a solution that is 
an eigenfunction of aT there. 

In a following paper we intend to extend this analysis to 
the calculation of other physical magnitudes, like the expec
tation value of the energy-momentum tensor. Likewise we 
will consider the other separable orthogonal systems of co-
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ordinates. We hope then to be able to attack the problem at a 
more abstract level, guided by our new knowledge of nonsta
tic systems of coordinates. The generalization to three di
mensions allows the immediate verification of a speculation 
of Grove and Otewill,8 that says that rigidity is the criterium 
to choose the "good" detector by handling a system of co
ordinates that is rigid but nonstatic. 
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The relation between parafermion field theories of order Q and the corresponding fermion field 
theories with SO(Q) symmetry is studied. It is shown that these theories are related but not 
identical. The explicit relation between the states and the observables of the two classes of 
theories are given without using the Klein transformations. The formalism is applied to the 
free conformally invariant parafermion theories in two dimensions. Their Virasoro algebra and 
SO(N) Kac-Moody algebra are given. The equivalence oftheir canonical form of the energy
momentum tensor with the Sugawara-Sommerfield form is also elucidated. 

I. INTRODUCTION 

The quantum field theory of particles that obey parasta
tistics of some order Q was formulated by Green 1.2 some 
time ago. Since such particles do not exist in nature as far as 
we know, the applications of these generalized statistics to 
physical problems have been few. Notable among these are 
the paraquark model3 and the parastring models.4 Recently, 
there has been renewed interest on this subject in connection 
with the possibility of putting bounds on the violation of 
Pauli's exclusion principle.5

•
6 

The general properties of the quantum field theories 
obeying parastatistics have been established, in a model-in
dependent way, in a number of theorems. 2.7 The most impor
tant consequence of these theorems is that there is a relation 
between a parafield theory of a given order Q and a field 
theory obeying standard statistics but having an internal 
symmetry such as SO(Q) or SU(Q). This relation is often 
referred to as "equivalence.,,2.7 The proof of such an equiv
alence depends on a number of restrictions that are imposed 
on the two theories under consideration. For example, in the 
comparison of the spectrum of the original paraquark mod
elS with an SU (3) colored quark theory, the word equiv
alence does not mean a unique one-to-one correspondence 
between all aspects of the two theories. It only refers to the 
relation between the bosonic and fermionic bound states of 
the paraquark theory, on the one hand, and the color singlet 
states of the SU(3) theory, on the other. In fact, to extend 
the equivalence to the corresponding gauged theories, the 
original form of the Green's ansatz1 had to be replaced by a 
new one.9 

The main purpose of this work is to shed light on the 
nature of the equivalences mentioned above in the context of 
model canonical quantum field theories. One distinct advan
tage of our approach to the more traditional axiomatic ap
proach is that the various properties of the corresponding 
theories can be scrutinized in detail. Although much of the 
formalism we develop is applicable to parafield theories in 
any number of space-time dimensions, we choose our specif
ic examples from those in two dimensions. One reason for 
this is that two-dimensional theories possess a number of 
properties not found in any other dimension. For example, 
the conformal group in two dimensions is infinite dimen
sional, and this leads to an intimate relation between the 
Virasoro and the Kac-Moody algebras of a conformally in-

variant field theory. 10.11 These algebras are characterized by 
their central charges, which are thus among the "observa
bles" of a given theory. As pointed out by Witten,12 these 
observables can be used to study the equivalence, or lack 
thereof, between two theories. 

The explicit two-dimensional models that we use to il
lustrate most of our points are free chiral 0 (N) parafermion 
theories of order Q and free chiral O(N) XO(Q) fermion 
theories. We find that these theories are related but not iden
tical. The Hilbert space A of the parafermion theory is in 
one-to-one correspondence with a subspace H of the Hilbert 
B of the fermion theory, in the sense that for every state. 
(ray) in A, there is a state in H, and vice versa. 13 Similarly, 
the observables in the Hilbert spaceB can be divided into two 
parts, those that leave the subspace H invariant and those 
that do not. The observables of the Hilbert space A are in 
one-to-one correspondence with the subset that leave the 
subspace H invariant. In particular, we find that the Vira
soro and the O(N) Kac-Moody algebras of the theory in B 
belong to the subset leaving H invariant. In many respects, 
the relation between the Hilbert space B and its subspace H is 
similar to that between the original Ramond-Neveu
Schwarz form of superstrings 14 and the more recent Green
Schwarz version. 

The plan of this work is as follows: In Sec. II, we review 
the structure offree chiral O(N) XO(Q) fermion theories 
and construct both the canonical and the Sugawara-Som
merfield forms of the energy-momentum tensor. We also 
obtain the Virasoro and the Kac-Moody algebras of these 
theories. In Sec. III, we present in some detail the properties 
of the parafermionic Hilbert space A and its relation to the 
fermionic Hilbert space B. We do this without introducing 
Klein transformations that are nonlinear and nonlocal. In
stead, we use an ansatz suggested by Domokos and Kovesi
Domokos and extended by Greenberg and Macrae,9 which is 
linear. In Sec. IV, we discuss the properties of free chiral 
O(N) parafermion theories of order Q in two dimensions 
and compare their properties with the properties of the cor
responding O(N) XO(Q) fermion theories. 

II. O(N)X O(Q) FREE FERMIONS IN TWO DIMENSIONS 

We consider a free Majorana fermion theory with chiral 
O(N) XO(Q) symmetry in two space-time dimensions. The 
action of the theory is 
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where 

a = 0,1, i = 1, ... ,N, a = 1, ... ,Q, 

and, e.g., 

(2.1 ) 

,,0 = (~ ~), yl = (~ 0- 1), r = "oyl. (2.2) 

Following Witten,12 we use a light cone basis for both the 
coordinates and the spinors: 

x± = l/~(XO±XI), (2.3) 

. (\IIi~ ) \li,a = 
\IIi~ . 

(2.4) 

In this basis, the action (2.1) takes the form 

S = ~ J dx dx [\Ilia a \Ilia + \Ilia a \Ilia ]. 12 + - -+- +-+ (2.5 ) 

The nontrivial anticommutators for the chiral fields are 

{\IIi~ (x± ),\IIj! (x'± )}=8ii8a,88(x± -x'±) (2.6) 

The chiral O(N) and O( Q) currents are given, respectively, 
by 

and 

J ii (x ±) - _i_.'T'ia ,Tlja . ± - .'t"± 't".±., 
2~ 

J a,8 (x ± ) _ _ i_.'T'ia ,T,i,8 • ± - .'t"± 't"± .. 
2~ 

(2.7) 

(2.8) 

In these expressions, normal orderings are with respect to 
the creation and annihilation operators of the chiral fields. 
The currents satisfy the conservation laws 

a J ii a Ja,8 0 += ±=+= ±=. (2.9) 

It follows that, for both O(N) and 0(0) currents, 

J ± = J ± (x± ) (2.10) 

and 

OJ ± =0. (2.11 ) 

Since they satisfy free-field equations, we are justified in 
treating them as free bosonic fields and in expanding them in 
normal modes. 15 To simplify notation, we frequently replace 
the pair of indices (ij) by a single index (a) and (aP) by 
(m). In this notation, a general expression for the currents 
will have the form 

(2.12) 

where T a are the representation matrices of the generators 
of the symmetry group. If the fermions transform according 
to the fundamental representation ofSO(N), say, then 

Tij = Ttl = ~(8ki8lj - 8kj8/i) (2.13) 

and (2.12) reduces to (2.7) or (2.8). The current algebra 
commutation relations are given by 

[JU± (x ± ),J b± (x'± )] 

= 2ifabc F± (x ± )8(x ± - x'± ) 

+ i1rk8ab8'(x ± - x'± ), (2.14 ) 

and 
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[JU± ,J~ ] = 0, 

wherefabc are the structure constants ofthe group, i.e., 

[ra,T b] = ifabcTc. (2.15) 

The quantity k is a real constant known as central element 
(charge) and characterizes the Schwiger term or the central 
extension of the Kac-Moody algebra. It can be written as 

k=~k;., 

where k;. is the Dynkin index given by 

Tr( TaT b) = - k;. 8ab . 

(2.16) 

(2.17) 

One way to obtain (2.16) is to use the following relation: 

a_(OIT(JU+ (x+)J b+ (x'+ »)10) 

= (l/y2)8(xo - x~) (01 [Ja+ (x+ ),J b+ (x'+ >] 10), 
(2.18 ) 

where T denotes time ordering. From (2.14) it is clear that 
the vacuum expectation value on the right-hand side of this 
equation is just the Schwinger term. So the computation of k 
reduces to the evaluation of the left-hand side of (2.18). This 
can be done by noting that 

and then using the definition of the currents to get 

(OIT(JU+ (x+)J b+ (x'+ »)10) 

= - !(x+ - x'+ ) -2 Tr( TaT b). 

Moreover, since 

a_(llx+) = 2i1T82 (x), 

we find 

(2.20) 

(2.21) 

(01 [JU+ (x+ ),J b+ (x'+ >] 10) = - i1Tk8ab8'(x ± - x'± ) 
(2.22) 

as anticipated. The value of k can be computed from (2.17): 

k = {Q, for SO(N) currents, (2.23) 
N, for SO(Q) currents. 

Consider next the conformal symmetry of the action 
(2.1). Under the transformations 

x+-+u(x+), x_-+v(x_), 

the fields \II ± (x ± ) transform as follows: 

(2.24) 

These transformations leave the action (2.1) invariant. The 
invariance under translations lead to the local conservation 
of the energy-momentum tensor. As in any scale invariant 
theory, the energy-momentum tensor, 0

1l
" is traceless. We 

take its two independent components to be 

0± ± = (l12y2)[0oo ±2001 +0 11 ], 

For the action (1), these are given by 

F. Mansouri and X. Wu 
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• N Q d 
O I ~ ~ ,.,ia _ ,.,ia 
"++=-£.,.£.,.T+

d 
T+, 

4 i =la=1 x+ 
i N Q d 

0 __ = - L ~ 'l'i~ _ 'l'ia 
4 i= 1 a~1 dx -

(2.26) 

Clearly, 

J_0++ = J+0 __ = O. (2.27) 

Each of the components 0 + + and 0 _ _ satisfies its own 
Kac-Moody algebra. The central charge of the algebra can 
be computed in the same way as that for the current algebra 
outlined above. It is straightforward to show that 

(01[0++(x,t),0++(x',t)]10) = - i1r:
Q 

8"'(x-x'), 

(2.28) 

where 

d 3 

8'" (x - x') = - 8(x - x'). 
dx3 

We can obtain the Virasoro generators by Fourier trans
forming 0 + + (x,t) 

L - - dx eZimx0 (x t) 1 irr 

m - 21T 0 ++ , . 
(2.29) 

These operators satisfy the algebra 

c 3 {: 
[Lm,Ln] = (m - n)Lm+ n + - (m - m)un+m.o· 

12 (2.30) 
From (2.28), it follows that 

c=!NQ. (2.31 ) 

In two-dimensional field theories, it is often convenient 
to work with complex coordinates 10 

(2.32) 

In terms of these coordinates, the line element can be written 
as 

d:r = dzdz. (2.33 ) 

Under conformal transformations 

Z ..... j(Z) , z-+](z), 

where j ( ]) is an arbitrary (anti) holomorphic function, 
and the pairs (z,z) are regarded as two independent coordi
nates in the complex space C 2

• Then, the line element trans
forms as 

d ,2 d' J:' dz' d Z' d 2 S=Zuz=--s. 
dz dz 

Under these transformations, a primary field \}I (z,z) trans
forms as 

(d ') k'(d-') k" \}I'(z',z') = ~- :z - \}I (z,z). (2.34) 

In particular, for a holomorphic fermion field we have 

(
d')-1I2 

\}I'(z') =~ 'I'(z). (2.35 ) 

One advantage of the complex formulation is that the infini
tesimal conformal transformations can be written in the 
form 

Z'=Z+E(Z), (2.36) 
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where E(Z) is an infinitesimal holomorphic function that has 
the Laurent series expansion 

'" E(Z)= L EnZn+l. (2.37 ) 
n= - IX! 

The mode expansion in Laurent series also holds for obser
vables of the theory. As an example, let us consider the 
Sugawara-Sommerfield form of the energy-momentum ten
sor. 15 As we have noted above, since currents satisfy stan
dard bosonic field equations, it is reasonable to expect that 
the energy-momentum tensor can be constructed directly in 
terms of the currents. For simple groups, a properlY regular
ized expression for this quantity is given byl6 

1 dG 

.2"(z) = -- L ~ JA(Z)JA(Z) ~, (2.38) 
2/3;. A=I 

where 

d G == dimension of the group (2.39) 

and 

(2.40) 

Here, C'" is the eigenvalue of the quadratic Casimir operator 
of G in the adjoint representation, and k;. is the Dynkin 
index of the representation A of G given by (2.17). The dou
ble crosses in (2.38) denote normal ordering with respect to 
the positive and negative frequencies not of fermion fields 
but of current operators. Let us consider the expansion of 
JA (z) in Laurent series 

(2.41 ) 

where the coefficients J! satisfy the commutation relations 

(2.42) 

Then the normal ordering of the currents can be stated as 
follows: 

m<O, 

m>O. 
(2.43 ) 

The expression for the energy-momentum tensor given 
by (2.38) is in general different from the canonical one given 
by (2.26) or its complex version 0(z). For one thing, one is 
quartic in the fermion field operators, and the other is qua
dratic. But it turns out that for certain representations of 
some groups, the two expressions are equivalent up to multi
plicative constants. This is the case, e.g., when the fermions 
transform as the fundamental representation of the group 
SO(N). Using Wick's theorem it has been shown that ll 

~JA(Z)JA(Z)~ = :JA(Z)JA(z): +2C;.0(z), (2.44) 

where on the right-hand side the normal ordering is with 
respect to the fermion field operators, and where 

(2.45 ) 

With the fermions \}Ii (z) in fundamental representation of 
SO(N), 

(2.46) 
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Therefore the two realizations of the energy-momentum ten
sor become proportional. 

The above results can be readily generalized to the semi
simple groups G = G I X G2, where G I = SO(N) and 
G2 = SOC Q). With fermions in the fundamental representa
tions of both SO (N) and SO ( Q), the currents have the forms 
given by (2.7) and (2.8): 

Jij(z) = (i/2) : 'l'ia(z)'I'ja(z):, 

J a/3(z) = (i/2) : 'l'ia(z)'I'i/3(z):. 
(2.47 ) 

In this case, the Sugawara-Sommerfield form of the energy
momentum tensor is given by 

.2" (z) = _1_ x J ij(z)J ij(z) x 
2fJ' x X 

AN 

+ _1_x Ja/3(z)J"'f3(z) x . 
2fJ' x x AQ 

(2.48) 

It can be seen that the expression for .2" (z) can be broken up 
into two parts, one coming from G I and one from G2• How
ever, the coefficients fJ AN and fJ AQ are not given by the same 
expressions as when the symmetry group is, respectively, G I 

alone or G2 alone. In fact, instead of (2.40) we get 
fJA, = ~(dA,kA, + C",,), (2.49) 

where d A, is the dimension of the fermion representation, 1t2' 
of the group G2• A similar expression holds for fJ A, For 
GI = SO(N) and G2 = SO(Q), we have, with fermions in 
the fundamental representation of both groups 

C"" = 2(N - 1), 

C"" = 2(Q - 1), 

It follows that 

kA, =2, dA, =N, 

kA, = 2, dA, = Q. 

fJ AN = fJ AQ = N + Q - 2. 

We therefore have 

.2" (z) = [2(N + Q - 2)] -I [~Jij(z)Jij(z) ~ 

+ ~ J a/3(z)J a/3(z) ~ ]. 

(2.50) 

(2.51 ) 

(2.52) 

Moreover, as in the case of simple groups, one can use 
Wick's theorem to show that 

~Jij(z)Jij(z)~ =: Jij(z)Jij(z): + 2C,(N0(z), (2.53) 

~Ja/3(z)Ja/3(z)~ = :J af3(z)Jaf3 (z): + 2CAQ0(z). 

(2.54) 

In these expressions CAN (CAQ ) is the value of the Casimir 
operator SO(N) [SOC Q)] in the It representation. For 
G = SO(N) XSO(Q), the quantities :yj yj: and :J a/3J aB: no 
longer vanish. Instead, 

:Ja/3Ja/3: = - :JijJij:. (2.55) 

As a result, 

.2"(z) = [2(N + Q - 2)] -I [2(CAN + CA)0(z)], 

(2.56) 

where 

CAN = N - 1, CAQ = Q - 1; 

hence 

CAN + CAQ = N + Q - 2 

and 
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(2.57) 

(2.58) 

0(zJ= .2"(z). (2.59) 

We shall make use of this result in establishing the structure 
of parafermion field theories. 

III. GENERAL FEATURES OF PARAFERMIONS 

A. The trilinear relations 

To discuss parafermion theories in two dimensions, it is 
convenient to describe some of the general features of para
field theories in a model-independent manner. Parafield the
ories differ from standard field theories in that the dynami
cal variables satisfy not bilinear but trilinear relations. I To 
see how this comes about, let us recall that for a single Bose 
or Fermi field in momentum space, we have the commutator 

[Nk,a/ ] _ = Dkja/, 

where, modulo a constant, 

(3.1 ) 

Nk = H ak+ ,ad ± . (3.2) 

Here, the plus (minus) sign corresponds to bosons (fer
mions). By substituting (3.2) into (3.1) and allowing all 
three indices to vary independently, one obtains Green's tri
linear relations II 

[[ ak+ ,a,] ± ,am]_ = - 2Dkm a" 

[[ ak,a,] ± ,amL = o. 
(3.3 ) 

(3.4 ) 

Standard Bose and Fermi quantization schemes can be ob
tained from these relations if it is further assumed that the 
commutators (anticommutators) of any canonical opera
tors are C numbers. Otherwise, we are dealing with para
quantization, and the corresponding operators are known as 
parabosons and parafermions, respectively. 

Of the many inequivalent unitary irreducible represen
tations of the paracommutation relations (3.3) and (3.4), 
the ones relevant to our work are the Fock-type irreducible 
representations 1,2 in which there exists a unique vacuum 
state annihilated by all a k , 

a k 10) = O. (3.5) 

The Hilbert space A associated with a parafermion theo
ry is fairly restricted, and the observables of the theory are 
determined by the condition of locality. Although it is, in 
principle, possible to study various features of these theories 
within the Hilbert space A, it is often convenient to put the 
Hilbert space A in correspondence with a larger Hilbert 
space B in which the operators satisfy bilinear relations. This 
can be done by means of the Green ansatz 

Q 
ak = L aia), (3.6) 

a=l 

where Q is the order of the parafield, a is the Green index, 
and the aka) are the Green components. They satisfy bilinear 
but anomalous commutation relations 

[ a~ ,a~ + ] _ E = Dnm , 

[ a~ ,a~ ] _. = 0, 

where 

E = {+ 1, 
-1, 

for parabosons, 

for parafermions. 

a=f.fJ 

F. Mansouri and X. Wu 

(3.7) 

895 



                                                                                                                                    

All the Fock-type irreducible representations of Eqs. (3.3) 
and (3.4) are given by the Green's ansatz. 

One can remove this anomaly by means of a Klein trans
formation. Then the Green's components aka) will transform 
as a representation of the group SO(Q). The main disadvan
tage of Klein transformations is that they are nonlinear and 
nonlocal. Although it is possible to show 7 that for a large 
class of parafield theories the locality requirement makes the 
observables independent of these nonlocal operators, some 
ambiguities remain. For one thing, normal ordering in spac<e 
B does not necessarily imply normal ordering in space A, and 
vice versa. For these reasons, it turns out to be more conven
ient to write the Green's ansatz in the form9 

Q 
t/J(x) = I earpa(x) (3.8) 

a=l 

where tiP, a = 1, ... ,Q, are ordinary Bose (Fermi) fields if 
t/J(x) is a paraboson (parafermion). The quantities ea are 
elements of the real (or complex, see below) Clifford algebra 

{ea,ef3} = 2{jafJ, a,/3 = 1, ... ,Q. (3.9) 

Moreover, [ea ,rpP] = 0, a,/3 = 1, ... ,Q. With the expression 
(3.8) for the parafields, the trilinear relation (3.3) is altered 
slightly, but (3.4) remains intact, so we have at equal times 

[ [a + (p) ,a (q) ] ± - ([ a + (p) ] ± ) 0' 

a(k)] _ = - 2{j3(p - k)a(q), (3.10) 

[[a(p),a(q)] ± ,a(k)L =0, (3.11) 

where the symbol ( )0 stands for the vacuum expectation 
value. 

The ansatz (3.8) relates the parafield operators and 
states to a set of field operators and states in the Fermi-Bose 
Hilbert state B. The linearity of this relation, and the fact the 
t/Ja (x) are standard fermions or boson fields with an SO( Q) 
internal symmetry, facilitates the comparison of the para
field theory with corresponding theories satisfying standard 
statistics. The linearity also allows us to regard the ansatz 
(3.8) as an expansion of t/J(x) in the basis {ea }. The expan
sion coefficients can then be obtained in the usual way. For 
example, for parafermions 

rpa(x) = !{ea,t/J(x)}. 

It is important to note that a parafield theory is formu
lated in the Hilbert space A. One can put the states and the 
observables of this space into correspondence with a subset 
of the states and observables of the Hilbert spaceB which has 
a larger number of states and a larger class of observables. 
But not everyone of the operators and states in space B can 
be represented in spaceA. In particular, observables in space 
B that carry uncontracted SO( Q) indices have no equiv
alents in the original space A. Since the parafield theory is 
defined in the Hilbert space A, the Hilbert space B is useful, 
but not necessary, to the extent that it facilitates making 
deductions about the space A. 

B. Structure of observables 

In any field theory, an observable can be expressed as a 
functional ofthefield operators. LetF( V) andF'( V') be any 
two such observables defined in regions Vand V', respective-
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ly. When Vand V' are spacelike separated, then the princi pIe 
of locality (microscopic causality) requires that F( V) and 
F' ( V') commute with each other: 

[F( V),F'( V')] = 0, V and V' spacelike separated. 
(3.12) 

Thus the observables behave like bosonic field operators. 
For bosonic field theories, the field operators themselves sat
isfy this condition. This means that the observables can be 
any functional of the bosonic field operators, and locality 
imposes no additional restriction on them. On the other 
hand, fermion field operators anticommute at spacelike sep
arations, so that the observables must be functionals of even 
products offermion field operators. For observables involv
ing parafield operators, the situation is more complicated7 

because they do not simply commute or anticommute at 
spacelike separations. A general method of constructing the 
observables of a parafield theory is discussed in Ref. 7. Then, 
using Klein transformations, they are compared with the 
corresponding quantities in a fermionic and/or bosonic the
ory with appropriate internal symmetry. 

As pointed out above, our objective is to elucidate the 
relation between the states and observables of parafermion 
theories of order Q with the corresponding fermion theories 
using a canonical approach. In establishing the relation 
between any two such theories, it is essential that we com
pare their regularized observables. Since Klein transforma
tions are nonlinear and nonlocal, they make the connection 
between the regularization schemes in the two Hilbert spaces 
at best ambiguous. To overcome this difficulty, we present 
below an alternative method of constructing the observables 
and states of the Hilbert space A using the ansatz (3.8), 
which does not involve Klein transformations. 13 We illus
trate the method for parafermions, but it will be clear from 
the context that it is equally applicable to parabosons. 

Consider a set of parafermion fields {\{I J of order Q, 
where the sUbscript i represents a space-time label, an inter
nal symmetry label, or both. From these, we construct the 
normal ordered antisymmetric product 

Using the ansatz (3.8), this can be written as 
Q Q 

: [\{I i' \{Ij ]: = I I : (ea \{lfef3\{1f - ef3\{1fea \{lf): 
a~lfJ~l 

Q Q 

(3.13 ) 

= I I: (eaef3\{1f\{lf - ef3ea \{lf\{lf):, 
a~lfJ~l 

where the last step follows since [ea ,rpP] = 0, for any a and 
/3. Now we note that ea,s can be taken out of the normal 
ordering sign because they are not quantum fields, i.e., 

Q 

: [\{I i' \{Ij ] : = I {ea ,ef3}: \{If\{lf: 
a,fJ~ 1 

Q 
- 2 '" . ,TIG\JIa. - ~ o'J"j"rj.' (3.14) 

a=l 

It is clear from the right-hand side that the left-hand side is a 
bosonic operator. In this way, normal ordered bilinear ob-
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servables in the Hilbert space A become related to the bilin
ear SOC Q) invariant observables in the Hilbert space B.13 

Another set of observables can be constructed from a 
symmetric product of Q parafermion field operators. To 
study their structure, it is convenient to define an analog of 
the Dirac Ys matrix for the algebra (3.9). It is given by 

(3.15 ) 

where € is the totally antisymmetric tensor. Then using the 
ansatz (3.8), we can express a normal ordered symmetric 
product of parafermions as 

:['11 1'112 " ''I1e ] +: 

Q 

=c! L 

x [L ( - 1 )p(a) : 'I1~u" . 'I1;u(e):] , 
oe5e 

where l..;c..;Q, u is a permutation of 1,2, ... ,c, and 

_ to, if u is even, 
p(u) - 1 'f . dd , 1 u IS 0 . 

(3.16 ) 

In particular, when c = Q, the symmetric product can be 
written as 

:['I1 1,'I12 "''I1e ]+: = rQ€a""aQ: 'I1f'''·'I1~Q:. (3.17) 

From the right-hand side of this expression, it is clear that 
this symmetric product is a bosonic operator when Q is even 
and a fermionic operator when Q is odd. Since observables 
must be bosonic operators, we conclude that for even-order 
parafermion theories, there are two classes of observables, or 
functionals thereof, given by (3.14) and (3.17), respective
ly. For odd-order theories, there is only one class given by 
(3.14). Note that the expression (3.17) is invertible. Multi
plying by r Q and taking the trace, we find 

€a''''aQ: 'I1f'" ''I1~Q: = (lIQ)Tr(r Q :['11 1' "'I1Q] +:). 

(3.18 ) 

It follows that there is a unique correspondence between the 
observables in the Hilbert space A and a subset of observa
bles in Hilbert space B. The fact that this subset does not 
exhaust all the observables in the Hilbert space B can be seen 
by noting that the SO (Q) currents (2.8) are perfectly legiti
mate operators in B but have no equivalents in A. 

Finally, we wish to emphasize that in the above discus
sion the only restriction on the structure of observables has 
come from the requirement oflocality. Further restrictions 
often arise from the invariances of a given theory or its renor
malizability. For example, chiral invariance and conformal 
invariance rule out the symmetric product (3.17) as a term 
in the action for most parafermion theories. 

C. Classification of states 

The states in the Hilbert space A have a more complicat
ed structure than those in the Hilbert space B. Since the 
parafield operators do not simply commute or anticommute, 
the structure of a given n-particle state depends on the order 
in which the n creation operators are applied to the vacuum. 
Moreover, it turns out that the n-particle states that can be 
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constructed in this way are not all linearly independent. It 
thus becomes necessary to develop a systematic method of 
constructing a linearly independent set of basis vectors in 
terms of which every state of the Hilbert space A can be 
described. The solution to this problem is the content of a 
general decomposition theorem. For parafermions, it states 
that any n-particle state, / n), can be expressed as a superpo
sition of the basis states of the form 

/n,c) = ['I1i,,'I1d ". ['I1 ib ,'I1jh ] ['11k, "''I1 ke ] +/0), (3.19) 

where 

c..;Q and 2b+c=n. 

For a g.iven n, states with different values of c are orthogonal 
to each other. 7 Thus the Hilbert space A breaks up into or
thogonal subspaces, A(n), of different n, which, in tum, 
break up into orthogonal subspaces, A (n,e) , of different c: 

00 Q Q 
A = L A (n) = L L A (n.e). (3.20) 

n=l n=lc=l 

The states in A (n,e) organize themselves into irreducible rep
resentations of the symmetric group Sn and can be classified 
by their Young diagrams. Each Young diagram consists of n 
squares with c odd columns and no more than Q squares in 
the first row. In general, there can be several inequivalent 
irreducible representations of Sn corresponding to the same 
tableau. But it can be shown 7 that for states constructed from 
parafermions one and only irreducible representation of Sn 
corresponds to each tableau. To see how this comes about, 
let us consider a simple example. Let Q> 3 and consider three 
particle states a/ a/ ak+ /0), with iJ,k = 1, 2, 3. Since the 
creation operators do not simply commute or anticommute, 
there may be as many as 3! states which can be classified into 
the irreducible representations of the symmetric group S3' 
The four irreducible representations of this group are de
scribed according to the Young diagrams: (i) one symmetric 
one-dimensional representation, 

(3.21 ) 

(ii) two two-dimensional representation of mixed symme
try, 

and 

{ 
[a3+ ,[at ,a2+] +] /0), 

-lIy3C[a1+,[a2+,a3+]+] - [a2+,[a3+,a 1+]+])/0); 

(3.23 ) 

(iii) one antisymmetric one-dimensional representation, 

(3.24) 

For the parafermions of order Q> 3 we are considering, not 
all of these possibilities can be realized. In fact, it follows 
from the trilinear relation [a t , [a2+ ,a 3+ 1] = ° that the states 
for the first two-dimensional representation vanish identi
cally. Thus each irreducible representation of S3 is realized 
only once for parafermions. As pointed out above, this is a 
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general feature of the states in the parafermionic Hilbert 
spaceA. One of the remaining four nontrivial states given by 
(3.21) already conforms to the structure of the basis states 
given by Eq. (3.19). The other three given by (3.23) and 
(3.24) can be cast into that form by using the trilinear rela
tions (3.11). For example, 

and 

[a 3+,[at,a2+]+] =2[a 1+,a3+,]at - [a 2+,a/]at 
(3.25 ) 

[a 1+ ,a2+ ,a3+ ] -

= [a 1+,a2+]a3+ + [a 2+,a3+]a 1+ + [a 3+,a 1+]at· 
(3.26) 

So, there are altogether three c = 1 states and one c = 3 
state. This is as expected, since c corresponds to the number 
of odd columns of the Young diagram. For a given n, since 
there is more than one state for a given c, it is clear that the 
labels nand c do not completely specify a state in the Hilbert 
space A. In general, the total number oflinearly independent 
state vectors of the form (3.19) with a given nand c is equal 
to the sum of the dimensions of all the realizable irreducible 
representations of Sn for which the corresponding Young 
diagrams have c odd columns and no more than Q squares in 
the first row. Therefore, a system of n parafermions pos
sesses additional degrees offreedom and requires additional 
quantum numbers to completely specify a state. The labels of 
the symmetric group Sn supply these additional quantum 
numbers. It will be shown below that in the Hilbert space B, 
the same quantum numbers can be specified by the Casimir 
operators of the group SO(Q). 

D. The relation to states in space B 

We now discuss the precise connection between the 
states of Hilbert space A and those of Hilbert space B. To 
avoid notational complications, we will suppress the SO(N) 
symmetry which is the same in both Hilbert spaces. Thus, 
given a parafermion theory of order Q, we want to describe 
how the states in such a theory are related to the states of a 
fermion theory with SOC Q) symmetry and with the same 
structure. The connection between the two theories can be 
worked out by means of the ansatz (3.8). Using this ansatz, 
we can write the basis states (3.19) in the form 

1 n,c) = c( t 1 [af. + ,a~ + ] ) ... ct 1 [a~ + ,at. + ] ) 

Q 
X I eU'···eU'. 

a,<a;!"'<uc 

X I ( - 1)p(a)a7u(1); .. 'a;a(C)+IO), 
aESc 

(3.27) 

where we have used the notation ofEq. (3.16). Ifwe now 
identify the in indices, a, {3, etc., with the labels of the irredu
cible representations ofSO(Q), it follows that the quantity 

Q 

I [a(,a(] 
a= ] 

is SO (Q) singlet, and the product 
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I (- 1)p(a)a7a(W .. 'a;u(C)+ 
OESc 

transforms, as a rank c antisymmetric tensor under SOC Q). 
Therefore the right-hand side of equation (3.27) corre
sponds to a unique state in the Hilbert space B. This corre
spondence is quite general, and states that any state in the 
Hilbert space A is uniquely related to a state in the Hilbert 
space B. It is important to note, however, that states in the 
Hilbert space A do not exhaust those of the Hilbert space B. 
This can be seen from the right-hand side ofEq. (3.27). In 
that expression, if we replace [ aU i + ,aU

j +] by [aU i + , af3
j +], 

with a=l={3, the corresponding state is a perfectly legitimate 
state in the Hilbert space B but has no analog in the space A. 
In fact, from every irreducible representation of SOC Q) in 
the space B, there is one and only one state that has an equiv
alent in the space A. The subspace of the Hilbert space B, in 
which the states are in one-to-one correspondence with those 
of the Hilbert space A, will be called the Hilbert space H. 

Starting from the irreducible representations of SO (Q) 
in the Hilbert space B, it is easy to see that one can reverse the 
steps indicated above and construct the states of the Hilbert 
space A. Here, we illustrate this for the three parafermion 
states described above. Assigning the fermions to the funda
mental representation of SO (Q), it is clear that we can con
struct the states of three distinct irreducible Q-dimensional 
representations of SO (Q) as follows: 

Ctl af+a~+ )a~+ 10 ), {3= 1,2, ... ,Q, 

Ctl af+ a~+ )a~+ 10 ), 

C t 1 a~ + a~ + )ar + 1 0), 

(3.28 ) 

Using the ansatz (3.8), we can uniquely select a single state 
from each of these irreducible representations. The resulting 
states are, in obvious notation 

[at ,a2+ ]a 3+ 10), 

[at ,a3+ ]a2+ 10), 

[at ,a3+ ]at 10). 

(3.29) 

Comparing these to (3.25) and (3.26), it is easy to see that 
their linear combinations form the states of the representa
tions (3.23) and (3.24) ofS3• Similarly, the states of the one
dimensional symmetric representation can be constructed 
from the rank-3 anti symmetric representation 

I ( - 1 )p«7)a7alW .. 'a~alW 10) 
aES{O 

ofSO(Q). 

IV. APPLICATION TO PARAFERMION THEORIES IN 
TWO DIMENSIONS 

Parafermion theories in two dimensions provide excel
lent examples of the general formalism developed in the pre
vious section. We consider a free two-dimensional Majorana 
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parafermion theory of order Q with chiral O(N) symme
try. 13 The action for the theory in the Hilbert space A is gi ven 
by 

(4.1 ) 

where the r" 's are given by (2.2). The antisymmetrization is 
necessary because S2 is an observable, and, as discussed in 
the previous section, the structure of observables are restrict
ed by the requirement oflocality. Using (2.3) and (2.4) we 
write S2 in the light cone coordinates: 

S2 = ~ f dx+ dx_ (['I'i_ ,a+ 'l'i_ ] 

+ ['I'i+ ,J_ 'l'i+ ]). (4.2) 

Following the procedure outlined in Sec. III, we now use the 
ansatz (3.8) and transform this action to one in the Hilbert 
space H. We get 

S = ~ f dx dx ['I'ia a 'l'ia + 'l'ia a 'l'ia ]. 22 + - -+- +-+ 

(4.3) 

This action is indistinguishable from the action SI of the 
fermion theory with O(N) XO(Q) symmetry given by 
(2.5), which is defined over the entire Hilbert space B. This 
is, of course, consistent with the relation between the obser
vables of the Hilbert space A and those of space B established 
in Sec. III. We emphasize again that the equality of the ac
tion SI with S2 does not mean that the corresponding theo
ries are identical. This is because the theory based on SI has 
other observables that are not SO( Q) invariant and that 
have no equivalents in the theory based on S2' 

O(N) currents: From the class of observables in the para
space A, which have counterparts in space B, consider next 
the O(N) currents Ji~ given in terms of the parafields by 

Ji~ = (i14) : ('I'i± 'l'j± _ 'l'j± 'l'i± ) : 

= (i14) : ['I'i± ,'I'j± ]:, (4.4) 

where the normal ordering is defined with respect to the 
parafields t//± . From (3.14), the corresponding currents in 
the Hilbert space Bare 

Ji~ = (i12) :'I'i~ 'l'j~ :, (4.5) 

where the normal ordering is now with respect to the fer
mion fields t//~ . This expression has precisely the same form 
as the O(N) currents of the O(N)' XO(Q) fermion theory. 
Therefore these currents satisfy the same commutation rela
tions as that given by (3.14). In particular, the central 
charge is given by k = Q. 

Virasoro algebra: As another example of the observables 
in the Hilbert space A, we consider the canonical energy 
momentum tensor of the parafermion theory. The two non
vanishing components are given by 

i
N

[. d.] 0±± =- I: 'I"±,--'I"± :, 
8 j~ 1 dx ± 

(4.6) 

where the sum from 1 to N indicates that, like fermion fields, 
the parafermion fields are assigned to the fundamental rep
resentationofO(N). Using the ansatz (3.8) as before, we get 
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• N Q d 
r.:. =!...- ~ ~ .• Ilia _ .Ilia . 
\!!I±± £.. £.. .'r± 'r± .. 

4 i~la~1 dx± 
(4.7) 

Again, not surprisingly, these are the same expressions as the 
energy momentum tensors of the O(N) XO(Q) fermion 
theory given by (2.26). It follows that the Virasoro opera
tors of the parafermion theory satisfy the same algebra with 
the same central charge C = NQ /2. 

In obtaining the values of the central charge for the 
O(N) current algebra and Virasoro algebra of the parafer
mion theory, we have used the general arguments of Sec. III. 
Since these arguments rely on the use of the ansatz (3.8), the 
reader might wonder whether the values of the central 
charge depend on the choice of this ansatz. To show that 
they do not, let us obtain the expression for the Virasoro 
operators using the Green's ansatz (3.6). Thus we have 

Q 
'l'i(X) = I 'l'i(a)(x), (4.8) 

a~1 

where'l'i(a) ( =I'I'ia) satisfy the anomalous anticommutation 
relations 

['I'i(a)(x),¥(a)(y)] + = tN5(x - y), 

['I'i(a) (x),'I'j(P)(y) ] _ = 0, a=lf3. (4.9) 

Fourier expanding the fields t//(x) and substituting (4.8) in 
( 4. 7), we can write the Virasoro operators of the parafer
mion theory in the form 

1 N 00 . . 

Lm=-I I (m+2k):[al_ k ,a;"+d_:, (4.10) 
8 i~1 k~-oo 

where a~, k = - 00 , ••• , 00, satisfy the trilinear relations 
(3.3) and (3.4). They can be written in terms of the Green's 
ansatz as in (3.6). Then it is easy to see that we can write 

Q 
L = ~ L(a) 

m L m' 
a=l 

where, for fixed a, 

L~a)=~ i I (m+2k) 
8 i~lk~-oo 

X · [ai(a) ai(a) ] . 
• - k' m+ k -" 

It follows that 

[ L ::>,L ~a)] 

= (m-n)L::~n + (NI24)(m 3 -m)Dn+m,o' 

(4.11 ) 

(4.12) 

[L ~a),L ~,8)] = 0, a=lf3. (4.13) 

Therefore we end up with the same value of central charge: 

[Lm,Ln] = (m - n)Lm+ n + (NQ124)(m3 
- m)Dn+m,o' 

(4.14 ) 

The Sugawara-Sommerfield construction: We have seen 
that in the SO(N) X SO( Q) free fermion theory it is possible 
to construct the Sugawara-Sommerfield form of the energy
momentum tensor, and that this was equal to the canonical 
expression 0(z). Given that this equality was established in 
the Hilbert space B, and given that its subspace H is in one
to-one correspondence with the para-Hilbert space A, we 
would expect that the analog of .2" (z) should exist for the 
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parafermion theory in spaceA. In the Hilbert space B, 2" (z) 

received contributions from both the SO(N) currents Jij 
and the SO(Q) currents JafJ. This is because in this spaceJij 
and JafJ satisfy the requirement of locality and are observa
bles. But in the space A, or the space H, the JafJ are not 
observables, and this might be taken as indication that the 
Sugawara-Sommerfield construction is not possible in these 
spaces. We note, however, that it is not JafJ but its square 
J afJ J afJ that appears in the expression for 2" (z). Since 
J afJ J afJ is an observable in the space A, or the subspace H, the 
construction of 2" (z) in these spaces is indeed possible. 

The relation between the Sugawara-Sommerfield ener
gy-momentum tensor, 2"B, of the Hilbert spaceB and 2"A of 
the Hilbert space A can be used to obtain an explicit expres
sion for JafJ JafJ in the space A. We have already noted the 
relation between the canonical energy-momentum tensor 
E)A± given by (4.6) in the space A, and E)~ , given by (2.26) 
in the spaceB. By using (2.59) we have also seen that for our 
theory in space B, 2" B = E)B. Then, by solving the expres
sion (2.52) for J afJ J afJ, we get, in space B (or H) 

~Jc;tJc;t~ =2(N+Q-2)E)B- ~Ji~Ji~~. (4.15) 

Since the right-hand side of this expression is constructed 
from observables that have counterparts in the Hilbert space 
A, it follows from the general arguments of Sec. III that 
~ Jar: Jar; ~ must have the same structure in space A also. 
Therefore, from (4.4) we get 

x rfJ rfJ x = (i/4)(N + Q _ 2) : ['I'j+ ,_d_'I'j+ ]: 
x ± ± x - dx± -

-~Ji~P~~, (4.16) 

where theJi~ satisfy the field equations (2.11). The normal 
ordering in terms of currents can be expressed in terms of 
normal ordering of the parafermion fields by means of 
Wick's theorem. The result is 

x Jij Jij x - .Jij Jij . + 2C '"' x ± ± x -. ± ±. ANV ± ± 

_ I .(. ['I'i 'l'j ] .. ['I'i 'l'j ] .). 
-16" ±' ± .. ±' ± .. 

+2(N-l)E)±±. (4.17) 

We thus have, entirely in terms ofthe parafermion fields, 

~Jar; rr; ~ = i/4(Q - 1) : ['I'i± ,_d_'I'i± ]: 
dx± 

+ -h : ( : ['I'i ± ,'I'j ± ]: : ['I'i ± ,'I'j ± ]:): . 
(4.18 ) 

In quantum field theory, one often encounters situations in 
which a field operator is well defined but its "square" either 
does not exist at all or would have to be defined using some 
prescription. Our parafermion field theories of order Q pro
vide us with prototypes of an operator (J a fJ)2 that is well 
defined, but its "square root" does not exist in the Hilbert 
space A. 

Remarks: Our main objective in this section has been to 
show what a free parafermion theory of order Q is equivalent 
to in the context of canonical quantum field theory. We have 
found that the Hilbert space A of such a theory is in one-to
one correspondence with a subspace H of the Hilbert space B 
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of a free fermion theory with an SOC Q) symmetry. The ob
servables of the parafermion theory are also in one-to-one 
correspondence with those of the subspace H. These are a 
subset of the observables of the Hilbert space B, which are 
SO(Q) invariant and which exist in the subspace H. The 
remaining observables of the Hilbert space B, which are not 
SO ( Q) invariant, connect the states in the subspace H to the 
other states of the B. Therefore, these operators are not de
fined within the subspace H alone. An important example of 
such observables are the SO (Q) currents J a fJ, which exist in 
Bbut not in H or A. On the other hand, the SOC Q) invariant 
operator ~ J 1. J 1. ~ exists in B, H, and A. It has the same 
eigenvalues in anyone of these three spaces. 

Our results are to be contrasted with the work of Anton
iadis and Bachas. 16 These authors construct a constrained 
(not free) fermion theory by gauging the SO (Q) symmetry 
and then setting JafJ = 0 as a constraint. Then they argue 
that the theory so obtained is equivalent to a free parafer
mion theory of order Q. For Q = 2, it has been shown thae 7 

such an equivalence is regularization dependent and there
fore cannot hold. Our general arguments show not only what 
a parafermion theory is equivalent to but also what happens 
when the condition JafJ = 0 is imposed. Among other 
things, it also implies J afJ J afJ = O. Since this operator is 
SO(Q) invariant, it is a function of the Casimir operators of 
SOC Q), so that its eigenvalues vary from one irreducible pre
sentation to another. So, the J afJ J afJ = 0 condition on states 
can at most be consistent with some representations of 
SOC Q). But the parafermionic Hilbert space, as we have 
seen, has states related to all representation of SO(Q). It 
follows that there cannot be an equivalence between such a 
constrained fermion theory and the corresponding parafer
mion theory. 

Finally, we note that the word "parafermion" has also 
been used in two-dimensional field theories to denote fer
mions with fractional spin and anomalous dimensions. IX 

The connection (if any) between such theories and standard 
parafield theories has not been made clear. 
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It is shown how Cartan's method of equivalence may be used to obtain the Cartan form for an 
r th-order particle Lagrangian on the line by solving the standard equivalence problem under 
contact transformations on the jet bundle J r + k for k> r - 1. 

I. INTRODUCTION 

This is the second in a series of papers investigating dif
ferent aspects of the Cartan equivalence problem for higher
order variational problems. In Pt. I, ' it was shown how each 
of the basic Lagrangian equivalence problems, in any num
ber ofindependent and dependent variables, could be formu
lated as a Cartan equivalence problem, and a fundamental 
reduction theorem, demonstrating that the equivalence 
problem for an r th-order Lagrangian could always be re
duced to the minimal-order jet bundle J r, was proved. In 
this paper, we will be exclusively concerned with r th-order 
variational problems in one independent and one dependent 
variable, 

.2'[U] = f L(x,u(r»)dx. In (1.1 ) 

The Lagrangian L depends analytically on the coordinates 
(x,u(r») = (x,u,u" ... ,ur ) on the jet bundle Jr = Jr(R,R). 
Here, the coordinate uj represents thejth-order derivative of 
the single dependent variable u with respect to the single 
independent variable x, so uj = D~ u, where Dx denotes the 
total derivative operator. We will be interested in properties 
of the functional (1.1) that are preserved under change of 
variables, which we take to mean general contact transfor
mations. In the language of Pt. I,' we are dealing with the 
standard equivalence problem for the particle Lagrangian 
( 1.1) under the pseudogroup of contact transformations. 
The contact ideal on J', denoted .f(r), plays a key role; it is 
generated by the contact forms 

OJ = dUj - uj+, dx, O<j < r. (1.2) 

According to Backlund's theorem, ',2 a transformation 
'I':J r -J r will preserve the contact ideal.f( r) if and only if it 
is the prolongation of a contact transformation 'I' o:J I - J I of 
the first-order jet bundle, a fact that will play an important 
role in our discussion. 

An important invariant one-form associated to the func
tional (1.1) is the so-called Cartan form, 3 

®c = L dx + it, ;t~ ( -Dx)j (a~~)·Oi_" (1.3) 

It is well known that the Cartan form encodes both the 
Euler-Lagrange equations for (1.1), and that it plays an 
important role in the formulation of Noether's theorem re-

lating symmetries and conservation laws. It also figures 
prominently in the implementation of field theory via the 
Hamilton-Jacobi equation, which is used to deduce the exis
tence of strong minimizers.4

,5 Note that ®c lives on the jet 
bundle J 2r

-', which reflects the fact that the Euler-Lan
grange equations for a nondegenerate r th-order Lagrangian 
are of order 2r. We will see that the Cartan form remains 
invariant under contact transformations of the Lagrangian 
( 1.1), i.e., if one Lagrangian is mapped to another via a con
tact transformation, then the corresponding Cartan forms 
are mapped to each other by the appropriate prolongation of 
the same contact transformation. (We remark that the Car
tan form is not invariant under the more general operations 
of transforming and adding a total divergence to the Lagran
gian. This explains why we consider the standard equiv
alence problem and not the divergence equivalence problem 
in this paper. ) 

A powerful construction that produces the invariants 
(functions and differential forms) associated with such a 
variational problem is Cartan's Method of Equivalence,6-8 a 
general method for determining if two exterior differential 
systems generated by one-forms are equivalent under a 
change of variables belonging to a prescribed pseudogroup. 
It has been observed by Gardner? that, in the first-order case 
(r = 1), the Cartan form is part of an invariant adapted co
frame obtained by formulating and solving the equivalence 
problem for ( 1.1 ) as a Cartan equivalence problem on J '. In 
the higher-order case (r > 1), it is not true that the Cartan 
form can be recovered by solving the equivalence problem on 
J r. This had led some researchers, such as Shadwick,9 to 
suggest that one should study the equivalence problem for 
r th-order variational problems on jet bundles J r + \ where k 
is sufficiently large so as to yield the Cartan form (i.e., 
k>r - 1), but otherwise arbitrary. 

In the first paper in this series,' it was shown how to 
formulate the equivalence problem for the Lagrangian ( 1.1 ) 
as a Cartan equivalence problem on the space of (r + k)-jets 
for any k>O. Moreover, we found that each of these poten
tially different equivalence problems, on the different bun
dles Jr+ k, k>O, are really the same problem, in that they all 
encode the same equivalence problem, and hence must have 
isomorphic solutions. Let us begin by recalling the basic de
finition and theorem on the equivalence of Lagrangians un
der point transformations. ' 
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Definition 1: Two r th-order Lagrangians are said to be 
(r + k)-standard equivalent, k>O, if and only if there is a 
contact map IIJ:J'+ k_J'+ k such that 

IIJ*{L dx} = L dx mod ,f('+ k). (1.4) 

Theorem 1: Two r th-order Lagrangians are (r + k)
standard equivalent if and only if they are r-standard equiva
lent. 

From this point of view, one does not gain anything as 
far as the ultimate solution to the equivalence problem is 
concerned by increasing the order of the jet bundle to serve 
as the base space, and, for simplicity, may as well solve the 
problem on the minimal-order jet bundle, viz. J '. On the 
other hand, since the Cartan form (1.3) clearly involves 
(2r - 1 )st-order derivatives of u, it cannot arise as an invar
iant one-form if one solves the equivalence problem on a jet 
bundle of order r + k for any k < r - 1. For a first-order 
Lagrangian, this does not present any difficulties, as 
1 = r = 2r - 1; however, for higher-order Lagrangians, dif
ficulties arise since r < 2r - 1. For example, Cartan's solu
tion to the second-order particle Lagrangian equivalence 
problem 10 does not lead to the Cartan form, as he imple
ments the solution to this problem on the jet bundle J 2, while 
the relevant Cartan form lives on the bundle J3. 

A resolution of this apparent contradiction has been 
proposed in Ref. 1, where it was argued that the solution to 
the r th-order equivalence problem will lead to a purely r th
order differential form, which can be obtained from the Car
tan form 0 c by replacing all derivatives of order greater 
than r by the associated "derivative covariants," which are 
certain universal r th-order functions that can be construct
ed from the Lagrangian and its derivatives, with the remark
able property that they transform precisely like the higher
order derivatives of u. In a subsequent paper in this series, we 
hope to illustrate explicitly this point in the case of a second
order Lagrangian, but for now we will content ourselves 
with this rather general statement, and refer the reader to 
Ref. I for the details on this point. See also remarks in Sec. 
III. 

II. THE CARTAN FORM 

Our goal now is to prove the main result, that by setting 
up the equivalence problem for the variational problem 
(1.1) as a Cartan equivalence problem on J' + \ where 
k>r - 1, one obtains, after several iterations of Cart an's re
duction procedure, the Cartan form 0 c given by (1.3) as 
part of an adapted coframe. We will not attempt to make the 
complete reduction here (this is too hard to do for general r 
and k), but will discuss the second-order case in more detail 
in a future publication. 

We begin by recalling how the standard equivalence 
problem for r th-order Lagrangians was encoded in terms of 
certain differential one-forms on the jet bundle J'+ k. The 
base coframe is given by the one-forms 

00,OI,. .. ,O,+k_I' liJo=Ldx, 1To =du,+k' (2.1) 

where the OJ are the contact forms given in ( 1.2). We assem
ble these into a column vector 00 = (00,01, ... ,0, + k _ 1 ) T, and 
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use 1)0 = (Oo,liJo,1To) T = (00,01,. .. ,0,+ k _ 1 ,liJo,1To) T to denote 
the complete column vector of coframe elements. 

Given any non-negative integer m<r + k, we define a 
{!(r + k + 3)(r + k) + m + 2}-dimensional matrix Lie 
group G (m). It consists of all lower triangle matrices of the 
form 

o 
1 

D 

(2.2) 

where A = (A;) is an invertible (r + k) X (r + k) lower 
triangular matrix, D and E are scalars, E =1= 0, and 
B= (B 1,B2, ••• ,B,+k) and C= (C1,C2, ••• ,C,+k) are row 
vectors, with 

B = (B 1,B2, ••• ,Bm ,0, ... ,0). (2.3) 

Note that G (I) CG (m) forl < m. In Pt. 1,1 we showed how the 
structure groups G (m) can be used to encode our equivalence 
problem in Cartan form. 

Theorem 2: Let r> 1, k>O, and let 2<m<r + k. Two 
rth-order Langrangians L and I are (r + k)-standard 
equivalent under the pseudogroup of contact transforma
tions ifand only if there is a diffeomorphism IIJ:J'+ k ..... J'+ k 
that satisfies 

(2.4 ) 

where 110 and 1) are the respective coframes associated with 
the two Lagrangians and g is a G (m)-valued function on 
J'+ k. 

According to Backlund's theorem, 1,2 since any transfor
mation preserving the contact ideal on J' + k is the prolonga
tion of a contact transformation on J I, we could take the 
minimal value of m = 2 to encode the equivalence problem; 
however, as we shall see, this would not lead us directly to 
the Cartan form. (The cases m = 1 and m = 0 will further 
restrict the allowable change of variables to the pseudo
groups of point and fiber-preserving transformations, re
spectively.) The case r = 1 is special, since it can be shown 
that equivalence of first-order Lagrangians under contact 
transformations automatically reduces to equivalence under 
point transformations/,11.12 so m = 1 anyway. From here 
on, we will leave this case aside as it is already well under
stood. 

The main result to be proved in this paper can now be 
stated as follows: 

Theorem 3: Let L be an r th-order Lagrangian for r>2. 
The Cartan form 0 c , given by (1.3), appears naturally 
among the invariant adapted coframe elements resulting 
from an application of the Cartan method of equivalence to 
the equivalence problem (2.4) on the jet bundle r+ k under 
the structure group G (m) provided k>r - 1 and m>r. 

Proof The restrictions on k and m both follow from the 
ultimate form (1.3) for the Cartan form 0 c ; more on this 
later. To prove the general result, it suffices to start with the 
largest of the possible structure groups, so we assume that we 
are workinginJ'+ \ k>r - 1, and using the structure group 
G ,+ k. In accordance with the Cartan algorithm, we begin 
by lifting the problem to J' + k X G' + \ and use 1) = g- 1·1)0' 

i.e., 
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(
0) _ (A 0 0)_1(00

) 
U) - B 1 0 U)o , 

17' C D E 17'0 

(2.5) 

as our lifted coframe. (The exponent - 1 in the group ele
ment parametrization is introduced solely for computational 
convenience.) In particular, 

r+k-I 
U) = L dx + I ZjOj' 

j~O 

(2.6) 

where the coefficients Zj are the entries of the row vector 

Z = - BA -I. (2.7) 

In the first loop of the algorithm implementing Cartan's 
method of equivalence,6,7,8 we are supposed to compute the 
exterior derivatives of the lifted coframe and rewrite the re
sult in terms of the right-invariant one-forms on the struc
ture group G (r+ k), i.e., the entries of the matrix differential 
g-I'dg, and the lifted coframe elements 1). It turns out that, 
for the purposes of recovering the Cartan form, we need only 
look at the formulas for the differential dU), and so we will 
concentrate on this single component of the structure equa
tions throughout. Using (2.5) and (2.6), we find that 

r+ k-I 

dU) = I (/3; + 1 1\ 0; + T;U) 1\ 0; + T;17' 1\ 0; ) 
;=0 

+ T*17'1\U), 

where T;. T;, T *, are certain torsion coefficients, depending 
on the group parameters and the base coframe, and where 
the /3j are the right-invariant one-forms on the structure 
group G (r+ k) corresponding to the group parameters Bj • 

After performing an obvious Lie algebra compatible absorp
tion of torsion,7,8 we are left with the structure equation 

r+ k-I 

dU)= I lJ),++"k) 1\0; + T*17'1\U), 
;=0 

where the lJ Y+ k) are congruent modulo the lifted coframe 
to the right-invariant one-forms/3j. Thus we readily deduce 
that only the coefficient 

T* = - (E IL)Zr+ k' 

is essential torsion. Clearly, G (r+ k) acts on the essential tor
sion coefficient T* by translation, and we can normalize this 
torsion coefficient to 0 by setting Zr + k = 0, or, equivalently, 
by setting B r + k = O. Thus, at this stage, the algorithm auto
matically tells us to reduce the structure group to the sub
group G (r + k - I). 

Thanks to the reduction theorem for the Cartan equiv
alence problem,7,8 we know that the reduced problem with 
the same base coframe (2.1) and reduced structure group 
G (r + k - I) has the same set of solutions as the original equiv
alence problem. We proceed to analyze this reduced equiv
alence problem. Since k>r- 1>1, a second Lie algebra 
compatible absorption of torsion in the recomputed struc
ture equation for dU) will yield 

r+k-2 
dU)= I lJ),++"k-I)I\O; + T~+k_1 Or+k_II\U), 

;=0 

where the lJ y + k - I) are congruent modulo the lifted co
frame to the right-invariant one-forms/3j' Again, G (r+ k - I) 

acts on the essential torsion coefficient 
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T~+k_1 = - (A~!UL)Zr+k_1 

by translation, and we can normalize the torsion coefficient 
to 0 by setting Zr+ k _ 1 = 0, or, equivalently, Br+ k _ 1 = 0, 
further reducing to the structure group G (r+ k - 2). 

Clearly, this procedure continues until the derivatives of 
the Lagrangian L start contributing to the essential torsion 
in dU). This will occur when we have reduced our original 
problem to an equivalence problem with the same base co
frame (2.1), and reduced structure group G (r). We now in
dicate how the above analysis changes at this point. After Lie 
algebra compatible absorption of torsion, we find 

r-I 

dU) = I lJ )2 1 1\ 0; + T~ Or 1\ U) 
;=0 

as before, but where the essential torsion is now given by 

T*= _ A~!: (Z _ aL). 
r L r aUr 

The structure group G (r) still acts on the essential torsion by 
translation, but there is an additional inhomogeneous term. 
Consequently, we can normalize this torsion coefficient to 0 
by setting 

Z = aL. (2.8) 
r aU

r 

Now, plugging (2.8) into the formula (2.6) for U) (with ear
lier normalizations Zr+ 1 = ... = Zr+ k = 0 also taken into 
account) has the effect of (a) reducing the structure group 
to G (r - I), just as before, and (b) to incorporate the inhomo
geneity, changing the base coframe so as to replace our origi
nal one-form U)o = L dx by the new one-form 

(r- I) L d aL (d d ) U)o = x + - U r_ 1 - U r X • 
aU r 

This new base coframe element constitutes our first "ap
proximation" to the Cartan form. The corresponding lifted 
one-form coincides with (2.6) taking (2.8) into account, 
i.e., 

aL r-I 

U)=Ldx+-Or + I Z;O;_I' aU r ;= 1 

We continue our reduction procedure by again recom
puting the basic structure equation and reabsorbing. Now 
we find 

r- 2 

dU) = I lJ ),+-..1) 1\0; + T~_ lOr-I I\U) + "', 
;=0 

where the dots stand for other essential torsion terms that we 
will try not to deal with here. As usual, we normalize the 
torsion coefficient 

to 0 by setting 

Now we have reduced the structure group to G (r- 2), and 
also modified the base coframe so as to replace U)~/ - I) by 
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(r~2)-Ld aLo (aL D aL)o Wo - x + - r + --- - x - r~ I' 
aUr aur_ I aUr 

giving the next approximation to the Cartan form. 
Clearly, we can continue in this manner, and a simple 

inductive argument will show that we end up normalizing all 
the entries of the vector Z, cf. (2.7), as 

Zi = ri
l 

( - Dx)j (~), i = 1, ... ,r. (2.9) 
J~O aU i + j 

The structure group has finally been reduced to G (0), which 
consists of all invertible matrices of the form (2.2) with 
B = O. Substituting all the normalizations (2.9) into (2.6), 
we see that the base coframe element replacing Wo is now the 
Cartan form (1.3). Moreover, since the corresponding row 
of the structure group matrix consists of all Os save for a 1 in 
the diagonal position, the Cartan form 0 c is invariant under 
contact transformations (for the standard equivalence prob
lem), and will be part of the invariant adapted coframe re
sulting from the full implementation of the Cartan algo
rithm. The general reduction theorem completes the proof of 
Theorem 3. 

III. DISCUSSION 

We now return to a more detailed discussion of our ini
tial formulation of the equivalence problem. What we have 
shown is that, if we formulate the basic Lagrangian equiv
alence problem on the jet bundle J r + k for k> r - 1, and use 
the group G (m) for m>r as our structure group, then the 
Cartan reduction procedure will naturally lead us to the Car
tan form as discussed in Sec. II. There are two obvious objec
tions to this formulation: First, according to the reduction 
theorem of Ref. 1, we are really working on too high an order 
jet bundle, and second, according to Backlund's theorem, we 
are using too large a structure group. Let us discuss the latter 
difficulty first. 

As was presented in Pt. I, I Backlund's theorem2 tells us 
that any contact transformation on J r + k is just the prolon
gation of a contact transformation on the first jet bundle J I. 
In particular, the base transformation of the independent 
variable x depends on at most first-order derivatives of u, 
x = rp(x,u,u l ), so the pull back '1'* (dx) = drp will only in
volve the form dx and the first two contact forms 0,01, This 
means that the structure group will naturally reduce to a 
subgroup of the group G (2), and we could have begun our 
reduction procedure with G (2) as the starting structure 
group without losing anything as far as the final solution to 
our equivalence problem is concerned. However, it is easy to 
see that, for r>3, the G (2) equivalence problem can never 
lead to the Cartan form 0 c as an adapted invariant coframe 
element. Indeed, in this case the lifted coframe element cor
responding to the base form Wo just depends on the first two 
contact forms: 

(3.1) 

Barring prolongation, the Cartan reduction algorithm will 
eventually normalize the group parameters B I' B2, to be cer
tain combinations of the Lagrangian and its derivatives, 
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leading to an adapted coframe element of the same form 
(3.1). If r>3, this cannot be the Cartan form (1.3) since it 
does not involve enough contact forms! 

We seem to be left with a paradox: If we reduce the 
equivalence problem using the larger structure group G (m) 

for m>r, we are naturally led to the Cartan form, whereas if 
we reduce using the more reasonable structure group G (2), 

which mathematically encodes the same equivalence prob
lem, we cannot obtain the Cartan form directly. This state of 
affairs appears to be contradictory, especially considering 
that all these problems are the same, and must therefore lead 
to the same necessary and sufficient conditions for equiv
alence of the two variational problems. The resolution of the 
difficulty is to realize that the Cartan solution to the G (2) 

equivalence problem will lead to additional adapted invar
iant coframe elements that will be certain particular linear 
combinations of the contact forms alone. Since any linear 
combination of invariant one-forms, whose coefficients are 
scalar invariants, is itself an invariant one-form, we conclude 
that the Cartan form (1.3) must appear in this version of the 
equivalence problem, but in disguised form. Namely, we de
duce that there is an invariant one-form of the form 

where B f and B! will be certain combinations of L and its 
derivatives. Moreover, there exist additional invariant one
forms that are certain combinations of contact forms 

r 

OJ= I At O;. 
;=0 

with the property that 0 c is the sum of these component 
pieces, 

(3.2) 

where the ~ are either constants, or, perhaps, invariants of 
the problem. Thus the Cartan form does appear as an invar
iant one-form for the G (2), but in the disguised form (3.2), 
not directly as an adapted coframe element. (In a subsequent 
paper, we will illustrate this point in some special cases.) It 
would be interesting to find the formulas for the "reduced" 
invariant one-form w* and determine its geometric or ana
lytic significance for the original Lagrangian. 

However, as we have demonstrated, the Cartan form 
appears much more directly if we "artificially" expand the 
original structure group to be G(r+k) (or even just G(r» 
even though we know that this is ultimately not necessary for 
the solution of the equivalence problem. A key lesson of this 
exercise appears to be that the use of different (larger) struc
ture groups to encode the self-same equivalence problem can 
lead to different adapted coframe elements, even though all 
the different possible invariant coframes must be related to 
each other according to a formula like (3.2). 

There is another way to interpret our results. We could 
begin the entire reduction procedure by using the reduced 
structure group G (2) initially, as would be warranted by the 
form of the contact transformations. However, we would 
need to compensate by replacing our original base coframe 
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element UJo = L dx by a slightly different one-form having 
the form 

r+k-I 

Wo = L dx + I A/)j' 
j~O 

where the coefficients Aj:J r + k -+ lR are arbitrary, to be deter
mined during the course of the application of Cart an's meth
od. However, as the reader can verify, these two approaches 
are essentially the same and lead to the same conclusion. 

The second difficulty with our original formulation is 
that we were forced to use a higher-order jet bundle, namely, 
J 2r - t, than is really necessary for solving the equivalence 
problem. Indeed, if we do solve the Cartan equivalence prob
lem on the minimal-order jet bundle J r, then, barring pro
longation, we will be led to a complete set of r th-order invar
iants and invariant one-forms. How does the Cartan form 
arise here? The answer is provided by the "derivative covar
iants," which are certain combinations of the Lagrangian 
and its derivatives of u. (See Ref. 1 for the details.) If we 
replace all the derivatives of u of order higher than r that 
appear in the Cartan form (1.2) by their corresponding de
rivative covariants, we will be led to a purely r th-order one
form, which incorporates all the transformation properties 
of the Cartan form, even though the explicit formula for it 
will be quite a bit more complicated than (1.3). (For in
stance, it will depend nonlinearly on the Lagrangian.) Thus 
there is purely r th-order invariant one-form that corre
sponds to the Cartan form, and hence will appear in the 
equivalence problem on J r, either directly as an adapted co
frame element, or more probably, in disguised form similar 
to (3.2). 

In a subsequent paper in this series, we will illustrate all 
these matters with a concrete problem-the equivalence 
problem for a second-order particle Lagrangian. Also, we 
hope to extend these techniques to higher dimensional La-
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grangians, where the non uniqueness of the Cartan form be
comes an issue. 13.14 
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This is the third in a series of three papers concerning the study of the infinite system of <1>4 
equations of motion for the Schwinger functions by a fixed-point method. In Paper II 
[J. Math. Phys. 30, 175 (1989)] the solution of the zero- (one-) and two-dimensional systems 
was constructed inside particular subsets of the corresponding Banach spaces characterized by 
the "signs" and "splitting" properties of the Green's functions at zero external momenta. In 
the presentarticie the recursive formulas and the absolute bounds of the sweeping factors, 
presented without proof in II, are proved. These sequences of sweeping factors for the global 
terms of the equations have been the most important combinatorial tools throughout the 
arguments, and their properties have been used in the proofs of the basic theorems in II. In 
Appendix A a first confirmation of the method, provided by the numerical identification of the 
author's zero-dimensional solution, with the one obtained directly by the standard functional 
integral formalism, is presented. 

I. INTRODUCTION 

This is the third paper (III) in a series concerning the 
solution of the zero-, one-, and two-dimensional <1>4 equa
tions of motion for the Schwinger functions. The results of I 
and II I and of III constitute an intermediate step in our gen
eral program towards a fixed-point method for the construc
tion of a nontrivial <1>: Wightman theory. 

In I we presented the general outlook of the method, 
together with the results revealed by the convergent iterative 
procedure of the <1>1 system of equations of motion, namely, 
the <I> iteration (cf. Sec. II ofl), which motivated us to the 
present approach. Precisely, we have explained how the con
servation of signs, the splitting properties in terms of bound
ed sequences {8 n}" , and the precise norms in the space g) of 
the Schwinger sequences H = {H n + I}" = 2k + I. kEf'; have 
been crucial for the convergence of the <I> iteration to the 
solution. 

In II the "nice" properties of the <I> iteration have been 
reformulated in terms of self-consistent conditions, on the 
H" + I functions and the splitting sequences, which charac
terize the subsets <1>0/\ C q; 0 (for the zero-dimensional case) 
or <1>/\ C q; (for the one- and two-dimensional cases), at 
fixed values of the real and positive coupling constant A (cf. 
Sec. II oflI). Using appropriate norms for the correspond
ing spaces q; 0' q; a fixed point method of contractive map
pings on Banach spaces has been applied. We found a unique 
nontrivial solution of the zero-dimensional problem inside 
<1>0/\ (cf. Sec. III ofIl) and, respectively, a unique nontrivial 
solution of the two- (or one-) dimensional problem inside 
<1>/\ (cf. Sec. IV of II). 

As we found in I (cf. Sec. III) and II (cf. Secs. II-IV), 
the fundamental combinatorial tools for the method (re
vealed by the study of the zero-dimensional problem) are the 
so-called "sweeping factors" 13 n' "'13" and a" ,"'a" ( V n 
= 3,5, ... ), respectively. These sequences playa double role 

in the construction of the technique [cf. Definitions 3 (a), 
3(c), and 3(e) ofl and 2(f) of II]. 

(a) They replace the sums C ~ + I and '" C ~ + I (resp. 

e", =~ 
j,), j,!N 

(1.1 ) 

[here w(l) == (jli2i) , w(l) == UI j2) are partitions of n], by 
only one term proportional to the dominant contribution: 
[n(n - I )/2]H~-'H~H~ and nH3+ 'H~, respectively. 
This is the sweeping procedure, which also can be written as 
a recursive formula in terms of 13;;, "'13;; [and the splitting 
constants 8;; and "'t5" with ii<;n - 2, VHoE<I>o/\ (or 
HE<I> /\ ) ]. Moreover the splitting reformulated in Sec. III of 
I is simpler in terms of 13" : 

IH~+'I =8,,13nIH~-'IIH~I· (1.2) 

(b) They carry precise combinatorial information 
about all the terms of the corresponding sums they sweep. 
This information (explicit dependence on n) is formulated 
in terms of bounds they satisfy, namely, 

(resp. an -::I,,), 
(1.3 ) 

"'13" -Y" (resp. "'an -::I,,). 

Here Y" (resp. Y,,) is the number of different possible 
configurations (jli2i) [resp. Ulj2)] of n inside C~+I 
(resp. B ~ + I) and is calculated precisely in Appendix B of 
the present paper. We find Y n - [(n - 3)2/48] 
[resp. ::I" = (n - 1) /2 ] . The proportionality constants in 
( 1.3) are positive and smaller than unity. 

This twofold aspect of 13n (resp. a,,) and "'13" (resp. 
"'a,,) that we explained in (a) and (b) has been presented 
without proof in II in terms of Lemmas 2.2, 2.3, and 2.6 
(resp. 2.5 and 2.7) and it has been extensively used there for 
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all the proofs concerning. the zero- and two- (or one-) di
mensional problems mentioned above. 

The purpose of the present paper is the proof of these 
lemmas. So, in Sec. II we first present the demonstration of 
the recursive sweeping procedure of /3 n's and <P/3n's, respec
tively, in terms of the splitting sequences (cf. Propositions 
2.1 and 2.2, respectively). Then we show the absolute 
bounds mentioned above, together with relative bounds, 
stated by Propositions 2.3 and 2.4, respectively. 

In Sec. III we prove the corresponding sweeping proce
dure and absolute and relative bounds satisfied by the sweep
ing sequences {an}, {<Pan}, respectively, stated by Proposi
tions 3.1 and 3.2, respectively. Moreover, in this section we 
show the corresponding absolute and relative bounds of the 
functionals, 

I1n =a,J(n - 1) - Dn + 2/3n + 2/3n(n - 1) 

(resp. <P I1n) and in particular we find the interval in lR + 

where the precise value of the D~ =limn _ '" Dn (A) (resp. 
b~ ) is allowed to belong. These results have been crucial in 
order to ensure the stability of the subset cI>OA (resp. cI> A) 
(cf. Secs. III and IV of II ) . _ 

In Appendix B, we evaluate exactly the numbers :Tn 
and in Appendix C (as promised in I) we give explicitly our 
original "experimental" results, in the first three orders of 
the cI> iteration, concerning the signs, splitting, bounds, and 
convergence properties of the two-dimensional Hn + I func
tions and their nontrivial cI> convolutions. Finally, in Appen
dix A we present the numerical verification of the method in 
the zero-dimensional case mentioned in I and II. The bases 
for this verification are the numerical results of Voros2 con
cerning the identification of the solution of the zero-dimen
sional problem obtained by our method, with the corre
sponding solution ofthe equivalent zero-dimensional system 
obtained directly by the standard functional integral meth
od. 3 

II. RECURSIVE PROCEDURE AND BOUNDS FOR I3n's 

In I the sweeping procedure through the sum C ~ + I has 
been defined in terms of the Green's functions H~+ I. We 
start this section by proving that when HoEcI>OA CRo [cf. 
Defintion 2(b) ofII], then it also can be explicitly written as 
a recursion in terms of the ratios of the splitting constants D,." 
VIi<.n - 2.We state this property by the following proposi
tion, which is exactly the same as Lemma 2.1 of II. Notation: 
always n = 2k + 1, kEN. 

Proposition 2.1 (sweeping procedure): Let HoEcI>OA' 
Vn>3. The sweeping factors /3 n (resp. /3 ::;,;,), V partition 
(i l i 2i 3 ) are given recurrently as follows: 

/33 =/35 = 1, 

Vn>7, /3n=/3~-~.\'1 and V(i l i2i3 ) with i l >i2>i3 , 
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Here 

{
Pi! 

Z(Pi) = 4, 

= {I, 
0, 

Vii=S, 

for i = S; 
(2.1a) 

. {il> (n + 1)/2 and i2 = n - il - 1, 
If il<.(n + 1)/2 and i2 = i l - 4, 

otherwise; 

if i I - 2 = i2 = n/3, 
otherwise. 

(2.1b) 

( 2.1c) 

Proof of Proposition 2.1: For the proof, Definition 3 (c) 
of! and formulas (3.Sa) and (3.Sb) are essentially applied. 
We shall use a recursion. The starting point of this is the 
initial equal values of (2.1),133 = f3s = 1, which are trivially 
obtained from the definitions [cf. (1.1)] 

C6=-6A[H~]3, C~= -60AH6[H~]2. (2.2) 

We then suppose that (2.1) holds Vii with S<;ii<.n - 2 and 
call this hypothesis H.1. To prove it f?r Ii = n, we first note 
that for the minimal value of ii' i l =il min (n) = [n/3] 
(where [ ] means the integral part), we h,!lvAe !he three po~
sible particular cases of partitions (i1,i2,iJ ) when i2 
= i2 min (il) (i.e., the minimal value of i2 corresponding to 
71), namely, (2.3a) 

either 

( 2.3a) 

or 

(2.3b) 

or 

71 = 72 = 73 + 2. (2.3c) 

For all of these cases we trivially obtain, in view offormulas 
(3.Sa) and (3.5b) of I (only one term is contained in the 
partial sum of the rhs), 

(2.4) 

This is the starting point of the following secondary recur
rence hypothesis called H.2: For an arbitrary fixed triplet, 
w (1) = (II ,72,73), We suppose that property (2.1) holds for 
all partitions ~(l) = (i l i2i3 ) such that i l<.71 - 2 or_il<.71, 
i2<.72 - 2, i3>73 + 2, and prove it for the partition w(l). We 
first show the following auxiliary equality: 

Hb-IH{ + 3 = Dr +2 z(Pr +'2) Hb+ IH{ + I, 
Dj z(P) 

VS<.j<.n - 2, 1 <.j'<.n - 4. (2.S) 

Here the z(p) are defined by (2.1a). By combining the as
sumption HoEcI>OA (signs) and the splitting property (1.2) 
we write 

(2.Sa) 
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and 

H{/I 
Hb- I = - ----- (2.Sb) 

H~ 8jz([3j) 

Insertion of (2.Sa) and (2.Sb) in the lhs of (2.5) yields di
rectly the rhs of it. Q.E.D. 

Notice that in the above equations, the sweep factors 
[3j' + 2 , [3j are well defined recurrently by the corresponding 
formula (2.1) in view of the recurrence hypothesis H.l. 

Now we establish a double ordering on the terms inside 
the sum C ~ + I: On one hand, following the values of i 1 inside 
[nI3] <i1 <n - 2 (fixed n), and, on the other hand, follow
ing the possible values of i2: [(n - 1 )/2] <i2<i1 (fixed i1). 
Of course, the recurrence hypothesis H.2, and the assump
tion HOeet>OA (signs) have to be taken into account in this 
ordered sum. The basic ingredient for the proof is the appli
cation of formula (2.5) on the original definition of the 
sweeping procedure [(3.Sa) and (3.Sb) in I (Sec. III)] in 
terms of the Green's functions H ~ + I. We shall present the 
argument for only one ofthe cases (2.1b) or (2.1c), which 
seems to us the most intricate, all the remaining being 
simpler to verify by analogy. 

Let71> (n + 1 )/2),72 = n - 71 - I, and 73 <72 - 4. The 
second condition implies that 73 = 1 so that the partition of n 
(71 - 2,i2.f3 ) , with 13 == i3 min (7, - 2) (i.e., the one that corre
sponds to the minimal value of i] at fixed i l = 71 - 2) satis
fies 13 = 1. It follows that 73 = 13, This remark means that we 
can use formula (3.Sb) of! for the definition of [3 7.1,1" i.e., 

I 
" en .. II3 H;'+ I I = [3!J~~ e!!~~ II3 IH I,+ II· 
£",. 'l'~'\ 0 ,.,!,_ ',':," 0 

w(/) I~ I I~ I 

i,..::},. i:-,,7:-<7,) 
(2.6) 

By application of the sign properties (in view ofthe hypothe
sis HOeet>OA) in (2.6), we can rewrite it in a more expanded 
form by separating the partial sums of the lhs: 

L 
w(/) 

(2.7) 

Application ofH.2 on the second and third term of the lhs of 
(2.7) yields 

e!!~ ~ HI, -IHI,+ 3 
[3~I~~ = 1 + [3!J ~ ~ 1,.1, - 2.1, +: _ 

',':,'\ ' .. 1:,-2",+2 (}4'-:-:H i:!+lH i ,+1 
'I':!"~ 

We notice that when 13 = 1 = 73, then 12 = 72 + 2. So the 
third term on the rhs of (2.8) contains also only ratios of 
couples of Green's functions, namely, H ~ - IH ~ + 31 
H ~ + 1 H ~ + I. This last remark allows us to apply the equa
lity (2.5) on both the 2d and 3d terms of (2.8). We finally 
obtain formula (2.1) with ;Ul i2) = 1 = ;Ul i3) and 
;U li3 ) = 0 as expected. Q.E.D. 

All other situations given by conditions (2.1 b) and 
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(2.1c) can be treated following similar considerations and 
arguments. 

So, we have proved H.2 for the arbitrarily chosen w(/). 
To obtain the proof of H.l we apply H.2 to the particular 
case weI) = (n - 2, I, 1) and obtain 

en 8 
[3 ==[3n = I + n-4.3.1 3 [3n . 

n II - 2.1.1 e II 8 Z ([3 ) n - 4.3.1 
11-2.1.1 n-2 n-2 

(2.9) 

Q.E.D. 

This closes the recursion H.I and the proof of Proposi
tion 2.1. 

Using exactly the analogous arguments of that present
ed above we can prove, when Heet> A' the sweeping procedure 
in qj (cf. Lemma 2.6 of II) which gives the corresponding 
recursive definition of the sweeping factors 4>[3 II in terms of 
the sequences of parameters 4>C 7,;,;. associated to every co
herent sequence of et>C 's and the corresponding splitting se
quences {8 II}' The key equality for the proof is the analog of 
(2.5) [obtained again by application of the corresponding 
sign-splitting properties (2.3Ia) of II for et> A], namely, 
4>Hj- IHj'+34>c n 

o 0 j'+2.j-2.n-j-j' 

= 8j'+2 Z(4)[3j' + 2 ) 4>CII.. .., 4>Hj+ 14>Hj'+ I. 
8

j 
Z(4)[3j) j.j,n-j-j 0 0 

(2.10) 

Again one uses a double recursion: a principal (the analog of 
H.l) over Ii with S<Ii<n, and a secondary (the analog of 
H.2) over i l with [nI3] <i l <n - 2. The basic step is again 
the application of (2.10) inside the expanded form of an 
equality analogous to (2.6), namely, 

" ell .. II3 4>H;'+ I [et>(ii'II)(H) II3 N U,)] 
~ ',':!', 0 1 

w .. (/) I~ I I~ 1 0 

(2.11 ) 

These considerations allow one to state without proof the 
following proposition. 

Proposition 2.2 (sweeping procedure in qj): Let Heet> A . 
For every coherent sequence of et>C's, the corresponding 
sweeping factors 4>[3/1 and 4>[37,;,;, introduced by definitions 
(1.8a) and (1.8b) ofII, satisfy the recurrence relations pre
sented by Eq. (2.33) of Lemma 2.5 in Sec. II of II, which are 
the analogs of (2.1) (Proposition 2.1 above). 

Using the above explicit expressions of [3n's (resp. 
4>[3 's) or [3 ::;,;,'s (resp. 4>[37,;,;, 's) we derive through a double 
nested recurrence procedure absolute and relative bounds of 
the sweeping factors, in terms of purely combinatorial quan
tities Y II or Y7,;,; .. As we already mentioned in I, II, and the 
Introduction to the present paper, these integers represent 
the total number of possible different configurations (i I i2i3) 

inside the "tree" -like sum C ~ + I (resp. 4>C ~ + I) [the third 
global term of the equations of motion (H.O)] or inside the 
corresponding partial sums of it. They are explicitly calcu
lated in Appendix B, and for sufficiently large n we could say 
that Y II _n2

• 

Marietta Manolessou 909 



                                                                                                                                    

We state these bounds by the following Propositions 2.3 
and 2.4, which are statements equivalent to Lemma 2.3 ofII 
or the second part of Lemma 2.6 of II, respectively. 

- -~ Proposition 2.3: Let t3e9!f A and 15(\) >15(2) e'G' A' Then, 
the sweeping factors {3 nand {3 7 j j , for all partitions w(l) of 
n, satisfy the following bound~:' \t n> 7 and V AeR fixed in 
O<A<O.1 (resp. O<A;5;O.Ol), 

Y nYn(A)<{3n<YnYn(A), (2.12) 

(resp. {3n(2) -{3n(l) >0, 

{3 ~ - 4.3.\(\) /{3 ~ - 4.3.1(2) >{3n - 2(\) /{3n - 2(2)' 

!5n(\){3n(\) - !5n(2){3n(2) >!5n - 2(l){3n - 2(\) 

-!5n _ 2(2){3n _ 2(2) >0). (2.12al) 

The quantities Yn (A)'Yn (A) are defined recurrently in the 
proof that follows and satisfy 

(a) O<Yn (A)';;;;Yn (A).;;;; 1, (2.12a) 

(b) 3nO»O, lim YIl(A) = lim Yn(A) = Y~o>, 
A-O A-O 

(2.12b) 

(c) 3 Y 00 (A) > 0, lim Y
ll 

(A) > Y 00 (A), (2.12c) 
n-<x: 

(d) Vn>9, 

and 

Yn- 2 {(I - 'iin (A»)Yn/Y n-2' 
--> - -

Yn 1 + Sn (A)/Yn , 

if n.;;;;4/3A + 1 

if n>4/3A + 1 
(2.12dl) 

if n.;;;;4/3A + I, 
if n>4/3A + 1. 

(2. 12d2) 

Here, 0';;;;'I1n(A).;;;;'iin(A)';;;;4/n, O.;;;;tn(A)';;;;SIl(A)';;;;1. 
(2.12e) 

Proof of Proposition 2.3: We show all the above proper
ties except (2.12dl), which will be proved in Appendix D. 
We use two "nested" recursions: One principal recurrence 
(called H.{3.1) that proceeds through increasing n and an
other secondary one for fixed n and increasing ii' [nl 
3]<il<n-2 (called H.{3.2). For the latter we shall, of 
course, always suppose the double ordering of the terms in
side the sum C~+ I, Vn>7, following the relation i l>i2>i3 

for all triplets Ul i2i3 ) with I.:= Iii = n. Moreover, H.{3.2 
contains as a particular case H.{3.2.b characterized by fixed 
i\(n) and increasing i2: [(n - i l )/2] .;;;;i2,;;;;n - i l - 1. 

Hypothesis H.{3.I: We state H.{3.1 as follows: Vii.;;;; n - 2, 
the absolute bounds (2.12) hold together with the particular 
properties (2.12a)-(2.12d) for Yij (A), Y n (A). The starting 
points of H.{3.1 are given by the explicit bounds one obtains 
for 

(2.13 ) 

and 

(2.14 ) 

(Notice that these formulas result from Proposition 2.1.) By 
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application of the hypothesis {jE~ A one then verifies that 

2Y7(A) .;;;;{37(A) .;;;;2Y7(A), (2.13a) 

3Y9(A) .;;;;(39(A) .;;;;3Y9(A), 

where 

(2.14a) 

o <Y7(A).;;;;Y7(A) < 1, 0< Y9(A)';;;;Y9(A) < 1, 

with 

lim Y7 (A) = lim Y7 (A) = j, 
A-O A-O 

lim Y9 (A) = lim Y9 (A) = 0.4533, 
A-O A-O 

and 

Y/Y9';;;;~ (1 - 'I19(A»), Y7/Y9>~ (1 - 'ii9 (A») 

with 

(2.1 S) 

(2.1Sa) 

'I19(A) <'ii9(A) <~, lim 'I19 (A) = lim 'ii9(A) ;::::0.13. 
A-O A-O 

(2.1Sb) 

(In Ref. 4, Appendix (3, we have presented in detail all these 
estimations and verifications, together with the explicit ex
pressions of Yij ,Yij , Ii = 7,9.) The above relations [(2.13a), 
(2.14a), (2.1 Sa), and (2.1 Sb)] ensure the validity of the 
recurrence hypothesis H.(3.1 at the first step. 

To prove H.(3.1 for Ii = n we apply the secondary recur
rence hypothesis H.(3.2 (for [n/3] <:J,';;;;n - 2) as defined 
below [cf. (2.24)-(2.30». 

We putt, =i, min (n) = [n/3] for the minimal valueofi, 
among the triplets w(l) of the ordered sum C ~ + '. The start
ing point of H.(3.2 is obtained either for i, = i, and i2 
= i2 = i, orfori, = i, + 2andi2 = i, - 20ri2 = it. Follow

ing formula (2.1) we have for the two cases either 

(3 (I , ' = 1 + {j;, - 2 {3;, - 2 72 <72 - 1) 
,,."", - 4 15, /3, A A 

I, I, (i2 - 2)(i2 - 3) 

if i2 = 72 = 7" (2.16a) 

or 

(3 (1 , '= 1 ~~ <it + 1)<7, +2) 
I, + 2.1, - 2.1, + {j, /3, A A 

i, + 2 i, + 2 i, (i, - 1) 

if i, = i, + 2, i2 = 7, - 2, or i2 = fl' 
(2.16b) 

From the hypothesis HoE<f>oA (or {jE~ A ) we are allowed to 
use the corresponding relative bounds (cf. Definitions 2.a 
and 2.a.l ofII). Let NA =4/3A + 1. Then 

iff,+2';;;;NA, (2.17a) 

[1 + P;, + 2 ] - I " ~ " [1 + Ji;, + 2 ] - , 
A A '" {j '" A A , 

i,U,-l) ;,+2 i,(i,-I) 

iff,+2>NA. (2.17b) 

Moreover, from the recurrence hypothesis H.(3.1 we obtain 
the corresponding bounds for the ratios (3;, /(3;, + 2' Insertion 
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of the latter together with (2.17 a) and (2.17b) into (2.16b) 
yields the following bounds for the second term on the rhs of 
(2.16b): 

_ 8;, /3;, (1 1 +1)(11 +2) 
.Y; +2(A)<---- <.Y;,+2(A), 

, 8;, + 2 /3;, + 2 i l UI - 1) 

where 

Y;, + 2 == (1 - 1\ + 2 ) ~ I (1 - \fI;, + 2 ), 

Y;, + 2 == (1 - r;, + 2 ) ~ I (1 - iii;, + 2 ), 

(2.18a) 

(2.18) or 

In both cases, 

r - r - - ,JO) _ SO) Im.Y;,+2 - Im.Y;,+2=Y;,+2 -1 +\fI;,+2' 
1\_0 1\_0 

Insertion of (2.18) into (2.16b) finally yields 

2 Y 7, + 2,;, ~ 2,;, </3 7, + 2,;, ~ 2,;, <2 y): + 2,;, -- 2,;, ' 

Here we have identified 

(2.19) 

(2,20) 

Y;: + 2,;, ~ 2,;, (A) == [1 +.Y;, + 2 (A) ]/2 (2.20a) 

(resp.Y7, + 2,;, ~ 2.1, (A) == [1 + .Y;, + 2 (A)] /2) (2.20b) 

with.Y;,+2(A),h+2(A) defined by (2.18a) and (2.18b), 
One then verifies that, in view of (2.19), (2.20a), and 
(2.20b), 

= lim Y!.' , ,= Y!I(O), • =(1 +ySO) )/2 
I, + 2,1, - 2.11 " + 2,1, - 2,;\ - i, + 2 • 

1\-0 

(2,21) 

Inequalities analogous to (2.20) can be obtained for the 
case (2.16a). We also note that bounds similar to those 
above hold for the corresponding "minimal" sweeping fac
tor of n = n - 2, because trivially we have either 

or f3 f..~.t = 1 

so (2,22) 

One then finds 

(2.23) 

with 

\T,l' ji;, + 2 
..... i, + 2,1, ~ 2 = 

1+.Y;,+2 

- .Y;, +2 \fIl' • - --"-.;...-=--_ i, +2.i,~2 -
1 +.Y;, + 2 

.00) 
lim \fIf + 2 1 ~ 2 = lim iiif + 2 i ~ 2 = i, + 2 
A_O 1'2 A-O 1'2 1 .. JO) 

+Yi,+2 
(2.23a) 
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or 

1 - .Y;, + 2 
57, + 2,;, ~ 2 = 2 ---.:....:.:....:....::... 

1 + .Y;, + 2 

1 - Y;, + 2 5 ;: + 2,;, ~ 2 = 2 ---.:....:.:....:....::... 
1 +h+2 

(2.18b) 

(2.23b) 

These results allow us to state the following secondary 
(n fixed) recurrence hypothesis. 
_ _Hypothesis H./3.2: (i) For every 71 <i l - 2 (n fixed) and 
i2 UI fixed) <i2 - 2, we suppose 

H./3.2a 

and 

H./3.2.b 

if 73 > f3min (71 - 2). (2.24b) 

(Notice that H./3.2b corresponds to the case (;U2 i3 ) = 1, 
(;(i l i 2 ) = 0 [cf. Proposition 2.1, definition (2.1c)], i.e., 
73<72 - 4 and 72 #n - i l - 1,72#i l - 4.) 

Here y~~7,) means the number of different terms (parti
tions) of th~'~rdered sum defining C ~ + 1 for nand 71 fixed 
when i2 varies inside the interval 

(2.25) 

i,e., 

(2.26) 

and Y~7,7, means the number of different terms (partitions) 
that correspond to the part of the ordered sum defining 
C ~ + I contained between the partition W N (h 
= [f1.f2,i3 max (II)] and the partition Wn (7) = (717273)' This 

number is given exactly by formulas (BI9) and (B20) of 
Appendix B [for the case 72 = 72 max (i I ) J. [The reader can 
repeat the analogous arguments of Appendix B for every 
other case with 72 < i2 max (71).J 

The quantities Y ~7,7, (A) and Y 7:7,7, (A) are defined re-
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currently by the following relations: 
yn-2 

F'~~(A)= i,-2.i"i'y_!E _ yn-2~~ 'I'!" y'! . . il i, - 2,t! + 2 " - 2.t!," 

'I'!" 

and 

(2.27) with 

-I n ( -I_(ni,) ) 
i, - 2.i., + 2 resp. ;:1-2';1 + 2 

{(I iiin )-I[ (1 iii(ni,) )-1] 
_ - 'i',,_2.1,+2 ~esp. - 'i'i,-2,i,+2 '_ 

= yE _ _ ( k E _ ) - 1 [ y~ ni,) ~ 
I, - 2.1, + 2.1, 1 + ~ I, - 2,1, + 2 resp. I, - 2,1, + 2 

yE-2_ _ y~1 _. y~n-2},) 
'. - 4,1 ... + 2,1, " - 2.1~ + 2.1\ i~ - 4,(, + 2 

(2.28) 

(2.28a) 

Here Y i, (resp. Yi, ) are defined by the corresponding relations (2.18a) and (2.18b). In both cases the quantities Y i, ,Y (, , 

Y 7: ::: h.I" ! f. - 2.1, + 2' etc., are replaced by the corresponding Y I, ' Y I,' y~, -=- 22,1,.1" 17, _ 2.i, + 2' etc., to yield the analogous 
expressions for the factors Y f..I,.I, of the lower bounds in (2.24a) and (2.24b), respectively. 

(ii) The following properties are satisfied by the n,I", 's and their "nearest neighbors," the Yf.::: h:;, 's: 

0< Y f.,I,.I, .;;; n"I"" .;;; 1, 

3Y~~~) >0: 
'I':!'.' 

Moreover there exist positive finite constants 

such that 

and 
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The set of relations and bounds (2.27)-(2.30) complete 
the definition (2.24a) and (2.24b) of the recurrence hypoth
esis (2.24a) and (2.24b). 

Let us prove all the above properties of H.,8.2 for the 
partition Wn (l) = (i l i2i3 )· 

Following definition (2.1) of Proposition 2.1 we have in 
the most general case, when ~(ili2) = 1 = ~(i2i3) and 
C7(i l izi3) = 1, 

,8n .. = 1 + i2(i2 - 1) 0;.+2 ,8;.+2 ,8n. . 
1,1,1. (i3 + 1) (i3 + 2) 0;, ,8;, "," - 2.1. + 2 

+ i l(il-l) O;,+2,8;,+2,8n 
(i2 + 1)(i2 + 2) ~~ ;, -v,+V.· 

(2.31) 

We write 

il(il -1) 0;,+2 ,8;,+2 ,8n 
(i2 + 1)(i2 + 2) ~~ ;. -2,;,+V. 

il(il -1) D;,_2 ,8;,-2,87,-2.;.+2.;. 
---'-'--'---'-------- -
(il - 2)(i1 - 3) 

(il - 2)(i1 - 3) 0;,+2 ,8;,+2 

(i2 + 1) (i2 + 2) 0;, _ 2 ,8;, _ 2 ' 

(2.32a) 

with 

,8
n - 2 
i,-4,i:!+ 2';1 

(il - 2)(i1 - 3) 0;,+2 ,8;,+2 

(i2 + 1) (i2 + 2) 0;, _ 2 ,8;. - 2 

def 

== f3 ~: = ~';~';l - 1, 

or, respectively, 

i2(i2 - 1) 0;. + 2 ,8;. + 2 ,8n 
(i3 + 1) (i3 + 2) ~ -p;: ;,.i, - 2.;.+ 2 

i2 (i2 - 1) D;, - 2 ,8;, - 2 ,8 ;:.i, - v. + 2 

(i2 - 2) (i2 - 3) 0;, ,8;, ,8 7,.1, =- 4.;. + 2 

(2.32a') 

x,8;:;~~4,;.+2 (i2 - 2)(i2 - 3) 0;.+2 ,8;.+2 
(i3 + 1)(i3 + 2) 0;,-2 ,8;,-2 ' 

- - (2.32b) 

with 

def 

(i2 - 2) (i2 - 3 )D;. + 2,8;. + 2 

(i3 + 1) (i3 + 2)D;, - 2,8;. - 2 

=- {3 ;:.~ =- 2,;\ - 1. (2.32b') 

Then by an analogous argument as for (2.18), we obtain 

-(A)";;;; i l(il-l) 0;,-2,8;,-2,,;;;; .(A) 
Y" (i1-2)(i1-3) 0;. ,8;, Y" 

(2.33a) 

and, respectively, 

-(A),,;;;; i2(i2- 1 ) 0;,-2,8;,-2,,;;;; .(A) (2.33b) 
Y" (i2 - 2) (i2 - 3) 0;, ,8;, Y" ' 

wherey;, (A),y;, (A),y;, (A), and,Y;, (A) are defined by rela
tions analogous to (2.18a) and (2.18b). Application of the 
above bounds (2.33a) into (2.32a) (rhs) together with the 
recurrence hypothesis (2.24a) and (2.24b) (for 
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,8 n . . /a n - 2 . . and,8 n - 2 .. ) yields 
'. - 2./,:0 + 2.1\ JJ '. - 4.,~ + 2.1~ '. - 2.1,:0,1, 

(2.34) 

and an expression analogous to the rhs of (2.32b) byapply
ing (2.33b). Taking into account these results, inside the rhs 
of (2.31) we finally obtain, by (2.24a) and (2.24b), 

,8 n . . £' y? - 22 . . y n - 22 . . Y ] n 2' 2 
'.'!I,"Il:::::: '.- ,'!.1, '.- ,'!.I., '. ',- ,/,:0+ 

+ (1 - y.] n 2' 2 ) 
'. '.- ,1,:0+ 

def 

and 

,8 n .. ,-Y?-22' . y n- 2
2 · . y-. r 2' 2 '.'.:0,,' '. - ,',:0.1, '. - ,'.:0.', '. '. - ,,! + 

+ (1 - r ) + yen - V,) - y,.. i. - 2';, + 2 ;,:0 - 2';, + 2 

[for 17,-2.;,+2' Itn~)v,+2' etc., of (2.28a)]. 
(2.36) 

The rhs identifications of (2.35) [resp. (2.36)] yield 
the exact recurrent formulas (2.27) of y;:;,;. (resp. the cor
responding formula for Y;:;,;.). - Q.E.D. 

The bounds (2.35) and (2.36) yield the proof of the first 
properties of the recurrence hypothesis H.,8.2 for the parti
tion Wn (l) = (i 1i2i3). We only notice that we have supposed 
i3 <i3max (il) [~(i2i3) = 1] and i3 = i3mill (il - 2) 
[~(ili2) = 1] so (2.24a) is, in fact, obtained. If 
i3>i3min (il - 2) [~(ili2) = 0] then (2.24b) and (2.28) are 
obtained because the corresponding (2.35) and (2.36) do 
not contain the first terms. 

Let us now complete the proof of the secondary recur
rence hypothesis. We consider the proved expression Y7,;,;, 
[see (2.35)] (resp. Y;:;,;. [cf. (2.36)]). -

By application of the recurrence hypothesis H.,8.2 for 
y n - 2 . . (resp. Y? - 2 . . ) and Y n -:- 2 . (resp. Y? -:- 2 .) 

'. - 2.1!.I, '. - 2,1!,I, '.,'! - 2,1, '.,I! - 2,1, 

together with (2.18a) and (2.18b) for Y;, ,Y;, ,h ,,Y;,, and the 
fact that 

one directly verifies (2.29a) and (2.29b) 

0< Y7,;,;. (A)" Y7,;,;. (A)";;;; 1, 

lim yn .. (A) = lim yn . . (A) = yn(O) > 0, 
A-O '.'!" A-O 'I'!" 'I'!" 

with 
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yn - 2 (1 _ (0)1 n(0) ) 
i, - 2,i"i, (0) 1 n(O) y n - 2(0) + Y" I, - 2,1, + 2 
C/n Yi. i, - 2';2 + 2 I - 2,/~.1~ c;;-n 
.'/ i,i,i, oJ 1,1,1, 

(2.40) 

For the proof of (2.30) we take into account the analogs of formula (2.27) corresponding to Y~i,i, and Y::=L,i, (resp. to 
Y~i,i' and Y~=L"i'> and subtract them. Using the recurrence hypothesis of (2.30), for Y7,=!.i,,;/Y~=L,i, and 
Y n- 4 l-yn-2 ( -y n- 4 lyn-2 d-yn-4 lyn-2 ) fi II bt' i,.i~ _ 4.(, i

l
,;,! - 2,i, resp. i. - 4,i,!,i 1 i. - 2';"2';' an i,.i~ _ 4,;, i l';1 _ 2.;, ,we na y 0 aln 

or 

f;-n·IYn., if i,>N!\ 
~ 'I';! '1'1 '\ 
(resp. f;- (ni,) I y(ni,) if i2 > N!\ ) 

~ '2" '2 '\' (2.41a) 

and, respectively, 

(2.41b) 

or 
""i-n Iyn .. , if i, >N!\ 
~ ',':;! "':!/, 
(resp. ""i-(ni')ly(ni,) if i2>N!\). 

~ ':!o'l '2'.\' 

Here the quantities '1'". 'I'("i,) (resp. \ii~. \ii~~i,» and f;-". f;- (ni,) (resp.""i- n . ""i-(~i,» are defined recurrently (in terms of ','2' '2') 'I'Z' '2'3 ~ JI12'~ '2') ~ '.'2' ~ '2') 
Y nos and qJ~ _ 2,i, + 2' 57, _ 2,i, + 2' etc.) by the following (complicated, but easily obtained) formulas: 

(2.42) 

def yn .. 
f;-n. (A) = ~ [~(ni,) + ~(~i,) + ~(ni,) + ~(ni,) + ~(ni,)] 
~ 1,1, - yn.. (Y) (./ ) (R) (y) (1) 

'.'2 /\ 
(2.43) 

Here the following abbreviated notations have been used: 

(2.44a) 

def l-y /n-2 
~(ni,) _ ,.-2 i l -4,;,2+2 

(./-) = 
Y 

/(n+2.i,) 
;2 - 2 ;2 - 4,;, + 2 

Y7,=L"i, 
(2.44b) 

(2.44e) 
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(2.44d) 

(2.44e) 

Qualitatively, the contributions (2.44a)-(2.44e) correspond, for .!P~~? [(2.44b)), to the differences of the inverse 
numbers [y(nl] -1 of partitions for n,n - 2 (the smallest contribution in the sum of the order lIn3); for.!P ~}!)l [(2.44a)], to 
the differences in yn-\yn-2 at the preceding step (recurrence hypothesis and the largest contribution); for .!P~7N 
[(2.44d)], to the differences of the ratios .'77, -4/.'77, - 2 (order -lIii); and for '!p~~)l + '!p~~;'l, to the difference of the 
products Yi,! 7, _ 2.i, + 2 (small contribution of order _lIn2

). 

Analogous recurrent definitions hold for \{I7,i, ,S 7,i, and \{Il,,,,;'l,S;,7:,l, etc. To obtain them one only has to consider the 
following transformations inside (2.42), (2.43), and (2.44a)-(2.44e): 

yn . -+ yn. . y-. -+y. y-. -+y. 
'. '~l \ 'Il~l \ ' '. 'I ' ':0. ':! ' 

\{I" 2· -+ iii'.' 2· 
'1- ,I::! '.- "::!o' 

}:'.' }:n 
:, i. - 2,;:0. --+ ~ i. - 2';1' (2.45 ) 

-yn yn ,I,{. n - 2 .. i,) ~ \ii(. n - 2 .. i,) S (.n - 2 .. i,) -~S- (.n - 2 .. i,) .. 2·-+ .. 2·' "1' 2 -"1' 2' 2 - 2 ' .. ':0. - ,II '.,l! - ,'1 ':0. - ,I, '1 - .1 1 ':0. - ,', ':0. - ,I, • 

Despite the complicated expressions (2.42) and (2.44), 
we can, by using properties (2.29a), (2.29b), (2.30), and 
(2.30c) of the recurrence hypothesis, for 
\{In-2 (\{I1I-2) \{I(n-2.i,) (iIi(II-2.i,» }:/l-2 

i l - 2J2 ' 't - 2,1:0.' i:o. - 2';, ' i:o. - 2,;, ' ~;. - 2,;:0.' 

<t7, :::. L, ), S ;,/l_-2~i:')' <tl,"--2~i:'»' together with the combina
torial property (2.37), prove (when 0 < A:S 0.1) 

(2.46) 

From (2.41a), (2.41b), (2.42), (2.43), (2.44), and 
(2.46) we have the complete proof of the recurrence hypoth
esis H.p.2. Q.E.D. 

Now, application of H./12 for i l = n - 2 yields the 
proof of H.p.1 for Ii = n, i.e., 

where we have identified 

(resp. 

yn==y~-2.1.1) 

(2.47) 

(2.47a) 

(2.47b) 

with the corresponding recurrent definitions (2.27) and 
(2.28) and properties (2.12), (2.12a), (2.12b),and (2.12d) 
satisfied [see properties (2.29) and (2.30) of the recurrent 
hypothesis]; notice also that we identify 

915 

\{I~-2.1 (A)==\{In(A), iIi~_2.1 (A)==ilin(A), 
(2.47c) 

S ~ - 2.1 == S n (A), t ~ - 2.1 == t n (A). 

J. Math. Phys., Vol. 30, No.4, April 1989 

To prove the last property of H.p.I, that is, the lower 
bound (2.12c) of the limit at infinity (n -+ 00 ) of Y/l (A), we 
write, in view of the bounds (2.12dl) and Appendix B for 
Y/l when n> IS, i.e., n>NA , 

lim Yn(A» Il!f (!n) IT [1- _ 48 2] 
n-oo &'tff A .'7NA ii=NA +2 (n-3) 

(for A fixed inside: (0;0.1 J). (2.48) 

Again we put NA ==4/3A + I for the characteristic value of 
n corresponding to the change of the increasing mode of the 
O/l'S in ~ A' and Y NA is explicitly given in Appendix B. 

The limit when n -+ 00 of the second product in formula 
(2.48) exists and it is a positive constant. So that 3 Y 00 (A) 
>0, where 

for A fixed in (0;0.1]. (2.49) 

Q.E.D. 
We conclude that H.p.I is proved and, in other words, the 

validity of Proposition 2.3 is ensured. 
Following analogous lines we can show the correspond

ing bounds for the sweeping factors <t>p n in the dimensional 
case. In view of the above detailed presentation, we consider 
that it is not necessary to give the proof. We state this result 
by the following proposition, which is the equivalent of state
ment (ii) in Lemma 2.6 ofll. We notice that these bounds 
are uniform, i.e., they do not depend on the particular coher
ent sequence of <l>C's, {<I>(ii·/l)}/leY. [Recall that the nota
tion Y==Y({<I>(ii.n)}) has been introduced in I and II for 
the infinite family of coherent sequences of <l>C 's.] 

Proposition 2.4: Let He<l> A (or oe~ A ). Then the follow-
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ing bounds hold for every element of .7: 
- = <I> --
YnYn(A)/.£.n< f3n<Y"Yn(A)/c". (2.50) 

Here Yn (A) and Y" (A) satisfy the analogs of limit values 
and bounds (2.12a)-(2.12d) of Y" (A) and Yn (A), respec
tively, presented by Proposition 2.3. The positive constants 
cn and.£.n are the maximal and minimal values, respectively, 
of the parameter <I> C ~ _ 2,1,1 taken inside.7 (cf. Proposition 
2.2 of II). 

III. RECURSIVE PROCEDURE AND BOUNDS FOR an '8 

We start this section by proving the sweeping procedure 
through the sum B ~ + 1 defined by 

B n + l = -3A ~ (}".Hj2+ 2Hj,+1 HoEqjo o ~ J,h 0 0' 
w(J) 

[cf. Definition 3(b) of I] in terms of the corresponding 
sweeping factors aj, j2' for every partition w (J) of n and the 
ratios of /3n and on sequences. In II this procedure was pre
sented in terms of the Green's functions H ~ + 1 [cf. Defini
tion 2(c) of II] and then stated without proof by explicit 
recursive formulas in terms of the splitting sequences (when 
HoE<f)OA), in Lemma 2.4. Besides this recursive procedure, 
Proposition 3.1 below also yields the corresponding bounds 
and limit values of these sweeping factors aj, j2 (cf. the sec
ond part of Lemma 2.5 of II). 

Proposition 3.1: Let HoE<f)OA, V n >- 5, and for every fixed 
partition w(J) = (jlj2) with [en + 1)/2]<j2<n-1. 

(i) The sweeping factors a" , aj, j, [cf. Definition 2 (c) of 
II] are given recurrently as follows: 

(a) 0 <X" (A) <Xn (A) < 1; 

(b) 3X~0»0: limXn(A) = limX,,(A) =X~O); 
A-O "-0 

(c) 3X", (A) >0: lim Xn (A) = lim X" (A)>-Xoc (A); 
IJ_ 00 11----+ 00 

(d) Vn>-7, 

and 

a ll =a7,n_l, 

aZ,,+1)/2,(n-l)!2 = 1, if (n+ 1)/2 odd, 

aZn-I)/2,(n+ 1)/2 = 1 + (n - l)/(n + 3), 

if (n + 1)/2 even, 

an. = 1 + j2(j2 - 1) OJ, + 2 

J.h (jl + 2) (jl + 1) OJ, + 1 

X z(/3j, +2) an . + j1s(jl - 1) 

(/3 ) J, + 2, h - 2 . 1 
Z j,+ 1 h + 

(n+1)/2<j2<n-1, 

with z(/3;) as in (2.1a) and 

( . 1) _ {I, if j 1 > 1, 
S 11- - " 

0, If 11 = 1. 

(ii) The following bounds hold: 

with Y" = (n - 1) /2. Moreover 

if H(1)'H(2) E<f)o" with 0(1) > 0(2) E'G' ~ 

and 

(3,la) 

(3.1 b) 

(3, 1c) 

(3.2) 

(3.2a) 

(3,3 ) 

(3.3al) 

The quantities Xn (A) and Xn (A) are given recurrently in 
the proof below and they satisfy the following properties for 
all A fixed inside: (0;0.1]. Let N A = 4/3A + 1. Then 

( 3.3a) 

(3.3b) 

(3.3c) 

X":_2<{[(n-l)/;;~3)](1.-1],,(A»), with 0<1],,(A)<2/n, 

X" (I+k,,/(J,,)-), wlthO<k,,(A)<I, n>-N", 
(3.3d1 ) 

1',,_2 {[(n-I)/(n-3)](I-7J,,(A)2), with 0<7J,,(A)<2/n, 

-x:->- (1 + k,J(Y,Y), with 0 < kn (A) < 1, if n>-N". 
(3.3d2 ) 

Proof of Proposition 3.1: The proofs of properties (i) and 
(ii) for the sweeping factors aj,j, and an proceed by recur
sion and in a way exactly analogous to that of Propositions 
2.1 and 2.3 for the corresponding sweeping factors /3", /3 ;~;,;, 
[in particular, property (3.3dl) can be shown using argu
ments analogous to (2, I2a 1) (cf. Appendix D) ]. We shall 
therefore mention only the most important steps, We sup
pose that HoE<f)OA (i.e., OE~ A)' Then, as in the proof of 
Proposition 2.3, we establish two nested recursions, One 
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( 3.3e) 

principal called H.a.I, for 3<ii<n - 2 and one secondary 
called H.a.2 valid at fixed n and for [(n + 1)/ 
2]<12<j2 - 2. 

Hypothesis H.a.1: Following this recurrence hypothesis 
we suppose that the Proposition 3.1 holds for every 
3<ii<n - 2 and prove it for ii = n. The trivial starting point 
of this procedure is when n = 3, because 

at2 = 1. (3.4) 
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The first nontrivial sweeping factors an correspond to 
n = 5,7. In Ref. 4 we have calculated them explicitly and 
found 

a5==a~,4 = I + !83185, 

a7==ai.6 = I + 5(1 + V8318iJ7' 

( 3.5a) 

(3.5b) 

Moreover, in view of the hypothesis 8E~ A we obtain bounds 
of them in the form 

21'5 (A) <a5 <2X5 (A), 

31'7(A) <a7<3X7(A), 

( 3.6a) 

(3.6b) 

where 1'5' X5, X7, and 1'7 satisfy the corresponding properties 
(ii) of the proposition. To show H.a.1 for n = n we need the 
secondary one H.a.2, which is defined as follows. 

Hypothesis Ha.2: For every partition w(J) == <J32) 
with [(n + 1)/2] <12<j2 - 2. 

(a) The definitions (3.1) and (3.2) are valid. 
(b) The following properties are satisfied: 

1'7:7, Y7. 7, <a7.7, <Y;' j,' with Y 7:7, = (212 - n + 1)/2, 
(3.7) 

where Y;' j, represents the number of terms inside the par
tial sum of B ~ + 1 when 2<12<j2' in particular, Y n 
= (n - l/2==Y~.n_1 (cf. Appendix B). Here the quanti

ties X 7: 7, ' 1'7: j, are defined recurrently by 

yn-2 
x~' > = j, j, - 2 X n -:- 2 X> J n > j,1o yn j,1o - 2 10 + 1 j, + 2,10 - 2 

jl j~ 

I - x IJn 2 > 2 + 10+ j,+ ,10-
Y~ 

Jd~ 

+~(_I_)_ Xj,+1 In (3.8) 
yn > '+ I . _ I j, + 2.j, - 2 , 

j,1o 12 12 

and the analogous de.!!.nition holds for X J. 7,' The quantities 
xj , + 1 (resp. xj , + 1 ), J;' + 2,j, _ 2 (resp. J;' + 2,j, _ 2) are the 
analogs of y,., (resp. ji,.,) and 17, _ 2,", + 2 (resp. 17, - 2,", + 2 ) 

(cf. the proof of Proposition 2.3) for the sweeping factors 
{J 7,,.,,.,, Precisely 

(3.9) 

J n _ - 'TIj, + 2,j, - 2 ,1 12 - < A' 
{ 

( I -" ) - 1 'f' I N 
j,+2.j,-2 - yn yn-2 I /(" Iyn -I 

( j,+2.j,-21 j,+2.j,-4)[ + j,+2,j,-2 j,+2.j,-2] , 
(3.10) 

[cf. (biii) below for fi;' + 2.j, _ 2' /(;: + 2,j, _ 2] and, respectively, an analogous definition for J;: + 2.j, _ 2' Moreover, 

(bi) 0 < X 7: 7, <X 7. 7, < I, 

(biii) there exist positive constants O<rI;:7,(A)<fi;:j,<2Ij2' O<k7:7,<k7:7,<I, 

such that 

X n - 2 {( (//lJ - 1 (//1':::- 2 ) ( I l' -) 'f --: I/N 7,.7,-2~ J j,j, J j,j,-2 -'TIj,j" 1 12- '" A' 

n '" (I k" 1 (c-n ) 2) 'f' I N X 7,7, + j,j, J j,j, , 1 12 - :> A' 

and, respectively, 

-X n - 2 {( (//1' - 1 (//lJ :::- 2 ) ( I l' -) 'f' I <"N ~ ~ _ 2 oJ j> j>, oJ j> j, - 2 - 'TI j> j>" 1 12 - '" A , JI.h ~ I - I _ 1_ 

" "" (I k- n I( c-" )2) 'f' I N X 7, j, + j, j, Y j, j, ' 1 12 - :> A , 

with 

(3.lla) 

(3.11b) 

(3.11c) 

(3.11d) 

(3.11dl) 

(biv) 3no>NA: Y7:~h.1 «1'7.7)2, Vn:>no' (3.11e) 

Properties (a), (b), and (bi)-(biv) give the complete definition ofH.a.2. The starting points ofH,a.2 are given by the two 
initial possible values Or}2' 12 = (n -1)/2 and 12 = (n + 1)/2, for which (3.lb) and (3.lc) are trivially satisfied. The 
recurrence procedure ofH.a.2 goes from12 = (n - 1)12 [or (n + 1)/2] t012 = n - 1. To show (3.2) the crucial technical 
tool is again [as in Eq. (2.5) for the proof of the corresponding recurrent formula (2.1) of f3 7 i,i in Proposition 2.1] a 
"shifting" equation in order to obtain from H ~ the next step H ~ + 2, namely, ' - , 

Hj'Hj, + 3 _ 8j, + 2 z(Pj, + 2) Hj, + 2Hj, + 1 
o 0 - 0 o· 

8j, + 1 z(Pj , + 1 ) 

(3.12 ) 

Apart from this shifting equation one must also take into account the contribution of the symmetric partition w~,ym (j 1 j2) 
= (j2 + I, j 1 - 1), This constitutes the difference between the two sweeping procedures through the sums C ~ + 1 and B ~ + I, 
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because, in the latter case, the sweeping follows the direction of increasingj2 from the middle to the end of B ~ + I (cf. graphical 
representations of Figs. 1 and 2, respectively). 

Using the signs together with the recurrence hypothesis H.a.2 and (3.12), we write [in view of Definition 2(c) ofII) 

- - [e n 2' 2 D 2 z([3. 2 ) 
'" e!!~Hj,+2Hj'+'=e? 1+ ),+ ."- ~ j,+ 
~ j,J, 0 a )," en £ ([3) 

w(J) j, j, Uj, + I Z j, + I 
I(n+ 1)12)..;],,,], 

(3.13) 

Then, by defining a;, j, as the factor multiplying e;, j, H B + 2 H ~ + 2 in (3.13), we obtain Proposition 3.2. Q.E.D. 
For the proof of properties (b) [(3.7 )-( 3.11d) ) one only has to repeat exactly the analogous arguments we presented in 

detail for the proof of the corresponding properties of the f3 n 's and Yn (A) 's in Proposition 2.3. 
We nevertheless present a hint for the proof of (3.11e) that relates the "decreasing" factors of the f3n's and an's. The 

simplest way to demonstrate it is to show that there exists pi: (A) ;;;,0 such that 

(X" )2 _ y"+2 ;;;," (A) j,j, j, + l.j,.1 Pj, ' (3.14 ) 

Using the fact that this bound is true by H.a.2 we subtract the corresponding expressions (Xi,j,)2 [cf. the analog of (3.8) 
above) and Yj,!L..I (A) [cf. the analogs of (2.27) and (2.28) in the proof of Proposition 2.3] and obtain the following 
expression for pj, (A): 

(
yn-2 )2 n A _ j,.j,-2 In+2 n 

Pj, ( ) - yn. Yj, + I j, - I. j, + 2Pj, - 2 

),." 

_ {(yn~2 )2 yn .} +Y? . [n+2. j,.,,-2 _ ,,-1.),.1 
,,- I.j, + 2.1 Y" + I ,,- I.), + 2 c;-n c;-n + 2 

,';/ j,j. J j, + l.j,,1 

(i-y 1"+2 ) j, + I j. - I.j, + 2 (3.15 ) 

FIG. 2. The sweeping procedure an for n = 21. 
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One then verifies that Pj~ (A);;;'O because the sum of the dif
ferences in the brackets above yields a non-negative contri-
b · . . f h I f G-II + 2 C;-n ( f utlOn In view 0 t e va ues 0 J j, + I.j,.I' ./ j,j,' etc. c. 
Appendix B) and the recurrence hypothesis H.a.2. From 
this result we obtain that Yj:! L.I < (Xj: j ,)2 and this com
pletes the proof of H.a.2. 

Application of the secondary recursion H.a.2 for 
i2 = n - 1 yields the proof of all properties of the principal 
recurrence hypothesis H.a.l except the n -+ 00 limit property 
(3.3c) for the lower bound ofXn (A). This can be obtained 
by application oftheproperty (3.3e) X~;;;. Yn + 2 (A) and the 
corresponding positive lower bound at infinity of Yn + 2 (A) 
[ (2.12c)] proved in Proposition 2.3. Precisely we have 

lim X (A) = lim (X2) 1/2~ lim (Y ) 1/2 = yl12(A) 
n n ~ "+2 00' 

n--oo n--oo 11--00 

(3.16 ) 

which yields that 

3X", (A)==y~2>0 ('rJA fixed with O<A<O.I). 
Q.E.D. 

We now proceed to the proof of limit values and abso
lute and relative bounds of the functionals a,,(I5(A»), n;;;.5 
[cf. definition (3.1 d 1) of the mapping (3.1) in II], i.e., 

def 

as == as(l5) -157(A)/37(15)/15 (3.17a) 

and, 

'rJn;;;.7, 
def 

an == an/en -1) -l5n+2/3n+2/3n(n -1). (3.17b) 

As will be clear below in the proof of Proposition 3.2 these 
properties of ali's result from the corresponding properties 
of the sweeping factors/3 n 's and an's proved by Propositions 
2.1,2,2, and 3.1, respectively. They have been crucially used 
in Sec. III of II for the proof of the stability of ~ A (cf. 
Lemma 3.2, and the proof of Theorem 3.2 ofII). 

Proposition 3.2: Let I5E~ A' Then for all n;;;.5, the func
tionals a n (I5(A») of definitions (2.17a) and (2.17b) satisfy 
the following properties (A fixed and 0 < A <0.1): 

(i) Ca) liman(A)==a~O)=X~O)/2, 
A-O 

(b) 'rJn;;;.7, an (A)<!, 

(c) as(A);;;'! and 'rJn;;;.7, 

(3.18 ) 

(3.19) 

(3.20) 

(an(A);;;'l/I5~ iff 2/Xoo<I5~<70/Xoo; 
(3.20a) 

and for all n;;;.9 there exists 

such that 

a n_ 2 {(I-Vn(A»)(n-l)/(n-3), ifn<NA' 
--< 

an 1 + W II (A)/(n - 2) (n - 3), if n;;;.NA , 
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(3.21a) 

(3.21 b) 

and 

a n - 2 {(1-Vn (A»)(n-l)/(n-3), ifn<NA' 
--;;;. _ . (3.21c) 

an 1 + w,,/(n - 2) (n - 3), If n;;;.NA , 

where X ~O) and X", (A) are defined in Proposition 3.1, and 
NA ==(4/3A) + 1; 

(iii) an (2) - all(l) ;;;.0, 

a n _ 2(2) - an -2(1) ;;;.a,,(2) - an(I)' 

(3.21d) 

ProojojProposition 3.1: (i) Taking into account Propo
sitions 2.1 and 3.1 for /37 and as, we have 

/37 = 1 + ~153/ I5s, as = 1 + !153ID5' (3.22) 

Thus (3.17a) yields 

(3.23 ) 

In view of the hypothesis DEC?] A' we obtain, on one hand, the 
limit value 

lim a 5 (A) = ~ 
A-O 

and, on the other hand, the lower bound of as: 

a (A);;;' 1 _ 42AS7 + ~3 (1 _ 42AS7 ). 

S 5 S 5 
5 

(3.23a) 

(3.23b) 

Insertion of the definitions (2.4a)-(2.4c) of II for /3,S5,S7 
yields, after some estimations, that as (A) ;;;.! for 
AS 0.1. Q.E.D. 

From (3.17b) one easily obtains (in view of the hypoth
esis I5EC?] A and Propositions 3.1 and 2.3 for all and /3" + 2, 

respectively), on one hand, the limit value 

lim an (A) = X ~O) 12 (3.24) 
A-O 

[where X ~,O) is given by (3.3b)] and, on the other hand, the 
upper bound all <!. Q.E.D. 

In a similar way for the lower bound of all's we apply 
the definitions (2.4a)-(2.4c) of C?] A in II and the lower 
(resp. upper) bounds of an's (resp./3 n + 2 ) given by Proposi
tion 3.1 (resp. 2.3): 

fl.n ;;;'Xn 12 - [YII+ 2 YII + z/3n(n - 1) ]D~. (3.25) 

In order to prove (3.20) we require thatthe rhs of (3.25) be 
bounded below by 1/15~ . Using the properties 
Yn + 2 (A) <X ~ (in view of Proposition 3.1) and the bound 
Y II + 2 < (n - 1) 2/48 (cf. Appendix B), this condition can 
be written in a stronger form: 

(3.26 ) 

The latter is verified iff 15~ takes values in the interval 

2/X", (A)<D~ <70IX", (A). (3.27) 

Finally, taking into account the bound (2.49) for X", (A) 
<X~, we can write (3:27) more explicitly as 

4(3"' N" ) 1/2/[ 1.31T] 1/2<15~ <140(.7 N,,) 1/2/[ 1.31T] 1/2, 
( 3.27') 

where NA ==4/3A + 1 and Y N means the number of differ-
1\ 
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ent partitions w(i l i2i3 ) of N/\ and it is evaluated exactly in 
Appendix B. 

The last condition on the upper bound of the sequences 
{D n} n in ~ /\ ensures the existence of a finite positive lower 
bound of t::.n [property (3.20)] which is the most crucial 
point for the stability of ~ /\ (cf. Sec. III of II). 

(ii) To show properties (3.2Ia )-( 3.2Ic) we use the cor
responding definitions (3.17b) of t::.n and t::.,,_2 and write 
down the difference t::.n _ 2 - t::.n in terms of t::.n _ 2' Then by 
Propositions 2.3 and 3.1 and the hypothesis DE~ /\ we evalu
ate the corresponding upper and lower bounds. We do not 
give the details for all the cases but we present the argument 
explicitly only for one of them, for example, the upper bound 
(3.2Ib) where 7<n<N/\. Thus we write 

t::. _ t::. =~ [a"_2 n -I _ I] 
n-2 n n-I a n-3 

" 
_ D"+2f3n+2 [ Dnf3" 

3n(n - I) D,,+2f3"+2 

X n(n-I) -I]. 
(n - 2)(n - 3) 

(3.28) 

In view of the hypothesis 0EC?l /\ [cf. Definitions 2(a) and 
2(al) of II], we apply the relative upper bounds of 
Xn _ 2ixn given by Proposition 3.1, in the first term of the 
rhs of (3.28) and obtain 

an - 2 n - I 2 2'T/n 3 29 -----I<---'T/,,---=a l • (. ) 
a" n - 3 n - 3 n - 3 

In an analogous way (by the hypothesis DEC?l /\ ) we apply the 
relative lower bounds of 15"/15,, + 2 and f3nlf3n + 2 (the latter 
given by Proposition 2.3) in the second term of (3.28) and 
using the decomposition 

n2 (n _ 1)2 

(n2 - 4)(n - 3)(n + I) 

=1+ 8 
n2 - 2n - 6 

8 

(n2 - 4)(n - 3) 

12 + , 
(n2 - 4)(n - 3)(n + 1) 

(3.30) 

By insertion of the two bounds (3.29) and (3.30) in (3.28) 
and taking into account the absolute lower bounds, 
Dn.±.2;;;o3A(n+l)(n+2)In+2 (DE~A) and f3n+2 
;;;oYn+2 Yn+2 (Proposition 2.3), and the upper bound 
t::.n <! (proved before), we obtain, after some manipulations, 

(3.31) 
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Now we identify 

2 - v" (A)(n - I) 

= n _ 3 {a _ (n - I )2(a2 - a l ) } , 

-( ) I 12[2+3A(n+l)(n+2)] 
(3.32) 

so that by (3.29) we obtain the definition of v n (A), 

(A) (n - I)(n - 3)(a2 - al) (333) 
Vn ='T/,,+ 12[2+3A(n+l)(n+2)] ' . 

which means that v n (A) is proportional to 'T/ n (A) (cf. Prop
osition 3.1). From (3.31) and using (3.32), we can write 

t::.n_ 21t::.n<[(n -1)/(n - 3)](1- vn(A»), (3.34) 

where Vn (A) is defined by (3.33). Finally one easily verifies 
the bounds 0 < v" (A) <2/(n - 2) by (3.33), in view ofdefi
nitions (3.29) and (3.30) of a l ,a2 , respectively, and the cor
responding bounds of 'T/", iii n + 2' Y n + 2 (by the hypothesis 
DEC?l /\ and by application of Propositions 2.3 and 3.1). An 
analogous demonstration holds for the case n';>N/\ with the 
corresponding expression of w". [Properties (iii) are easily 
obtained using the recursive inequalities (2.12a I) and 
(3.3a1) for the differences of f3n's and an's, respectively.] 
With these last considerations we complete the proof of 
Proposition 3.2. 

Exactly analogous properties to that presented by Prop
ositions 3.1 and 3.2, respectively, hold for the sweeping fac
tors "'an of"'B ~ + I [cf. definition (4.12d) in II]. We present 
them by Proposition 3.3 below without their proofs, because 
they can be easily obtained by using arguments analogous to 
that explained above. 

Proposition 3.3: (i) Let HE$/\. For every coherent se
quence of $C'SEY, the sweeping factors "'a", defined by 
definition (2.34) ofII, are recurrently defined by the formu
las presented in Lemma 2.7 of II, in terms of the ratios of the 
corresponding splitting constants'" 15". Moreover, the corre
sponding limit values and absolute and relative bounds
analogous to those of Proposition 3.I-also hold (cf. 
Lemma 2.6 ofIl). 

(ii) For every coherent sequence of $C's, $EY, the 
functionals '" t::.n, defined by 

n-I 3n(n-l) 

[definition (4.12d) ofII] , 

satisfy, for all n ';> 7 , 

lim "'t::.n(A) ="'t::.~0»0, 
/\-0 

'" A I'ff 2 £/\ 13 
LJ.n';>--- 1 =-<u'" <=-15/\ X X 

'" 00 00 

(3.35) 

(3.36) 

(3.37) 

(here again 6~ is the corresponding upper bound of every 
sequence "'DE~ /\). Moreover, relative bounds (decreasing 
properties) analogous to those of Proposition 3.2 (for t::.,,) 
are satisfied. 
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APPENDIX A: NUMERICAL RESULTS 

In this appendix we present some numerical verifica
tions of the method, provided by the numerical evaluations 
of Voros. 2 These results are based on the numerical compari
son (for fixed values of the coupling constant A in the inter
val 0 < A<O.I) of our equations for the Schwinger functions 
[system (A6) below] with the analogous equations one ob
tains by the functional integral formalism. More precisely, 
starting from the generating functional3 

jiCh) = eh<t> d (<I» = ~ N , h N J 00 S (m A) 

J.Lm,A N~O N! ' 
(A1) 

where 

(A2) 

and 

d ("") = exp[ - (m<l>2 + ,1<I>4)]d<l> (A3) 
J.Lm,A 'V [ 2, 4 ' fexp - (m<l> + /1.<1> ) ]d<l> 

one can obtain the equations of motion for the truncated 
functions gN defined by 

g(h) = Inf(h) = I gN(m,,1) h N. (A4) 
N~l N! 

These equations have the form 

I 6,1 2 2,1 
g2 = -2 - -(g2) - -g4 

m m m 
(A5a) 

and, in general, 

glN+ 1 

(2N + I)! 

- 2,1 glN+4 6,1 

m (2N+ I)! m 

X f glk + 1 gl(N - k) + 1 

k~o(2k+I)! [2(N-k)]! 

_ ~ L gZk, +lgzk, +Zglk,+ 1 , 

m k"k"k,;;.O (2k 1 + 1)!(2k2 + 1)!(2k3 + 1)! 

kl + k2 + k3 = N - 1. (A5b) 

As a result of this direct derivative of the system of equations 
(A5a) and (A5b), the truncated functions gN (,B,a) are au-
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tomatically solutions of it. So a good test of our methodS 
should be the comparison of the system (A5a) and (A5b) 
with the zero-dimensional system (cf. Sec. I ofll and Sec. III 
ofI) 

H~ = -AH~ + I, (A6a) 

Hn+l- -AHn+3_3A ~ ~Hj,+lHj,+1 
o - 0 .fr1) jl!j2! 0 0 

, 3 
- 6A ~ n. II Hi, + I 

£.. .,.,., ( ... ) o· 
wU) '1'12"3'O'sym '1'2

'
3 I~ I 

(A6b) 

As we explained in I and II, this zero-dimensional system 
(A6) results from the corresponding two-dimensional equa
tions of motion where divergent (even in two dimensions) 
terms of self-energy type graphically represented, for exam
ple, by Q vanish. This annihilation comes from the renor
malization operator, intrinsically present in the definition of 
the renormalized normal product,6 i.e., the corresponding 
rhs's (A6a) and (A6b). This fact explains the absence of the 
terms (6,1 Im)(g2)2 in the first equation of (A6) or 
(6,1 Im)gzN + zg2 in the second one. So, finally, if we put 

A = 4,1, (A7) 

2m + 12Agz = I, (AS) 

we obtain the complete equivalence between the systems 
[(A5a) and (A5b)] and (A6). 

Taking into account the renormalization conditions 
(A 7) and (AS), Vorosz has obtained numerically the results 
of Tables I and II in terms of the corresponding values of the 
splitting sequences {8~} (cf. Ref. 1). From these numerical 
values we concluded precisely the following. 

(i) The two systems [(A5a) and (A5b)] and (A6) are 
completely equivalent modulo the renormalization condi
tions (A7) and (AS). 

(ii) The solution {glN+2}N of (A5), when the "split
ting" and the "sweeping" procedures defined by (1.4) and 
(1.5) of III and Proposition 2.1 are considered, can be ex
pressed in terms of the corresponding splitting sweeping se-
quences {8( W)} and I D (W) (8( W»} so that we can n n~lN+I l.JJn n 

define the analogous system (3.1) in II. This system (or 

TABLE I. The values of 6!.'Yl for 1 <n<29 when A = 0.099 179835. 

n .5~ W) 

1 0.40442377 
3 0.37383293 
5 0.66097921 
7 4.24252082 
9 5.80573975 

11 7.28941416 
13 8.677 898 91 
15 9.96874147 
17 11.165 585 49 
19 12.274673 13 
21 13.303 10239 
23 14.25797745 
25 15.14601743 
27 15.973 398 81 
29 16.74571455 
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TABLE II. The values of D:,Wl, maximal and minimal values D"max and 
D"min' for I <n.;;55, when A = 0.099179835. 

n 8nmin t5~, W) 0/1 max 

1 0.30590 0.404 42 0.59508 
3 0.30590 0.37383 0.48387 
5 0.47923 0.66098 1.52998 
7 1.64060 4.24252 10.58793 
9 1.73554 5.80574 15.88233 

11 1.785 51 7.28941 20.94845 
13 1.81470 8.677 90 25.491 39 
15 1.833 13 9.96874 29.413 72 
17 1.84547 11.16559 32.73000 
19 1.854 13 12.27467 35.505 19 
21 1.860 42 13.303 10 37.81925 
23 1.865 14 14.25798 39.74988 
25 1.86877 15.14602 41.36554 
27 1.87161 15.97340 42.72377 
29 1.873 89 16.74571 43.871 67 
31 1.87574 17.46799 44.84737 
33 1.877 26 18.14472 45.681 53 
35 1.878 52 18.77992 46.39882 
37 1.87958 19.377 19 47.01907 
39 1.88048 19.93973 47.55832 
41 1.88126 20.47041 48.02957 
43 1.881 92 20.971 82 48.44342 
45 1.88250 21.44626 4880855 
47 1.883 OJ 21.89582 49.132 12 
49 1.88346 22.322 38 49.42005 
51 1.883 85 22.72764 49.677 26 
53 1.88420 23.113 13 49.90790 
55 1.88451 23.48026 50.11542 

mapping J( (j in the space of the splitting sequences) has as 
its solution the corresponding sequence {8~,W)}. In other 
words, the solution of our system (31) in II (by contraction 
of J( (j) coincides with the corresponding solution {8~,W)} 
coming from the functional integral method. 

Both results (i) and (ii) appear in Table I. Voros has 
used two values of A: 0.099 17 ... and 0.0644. In Table I we 
present the results (up to n = 29) corresponding to the value 
0.099 179 and analogous numerical values for the splitting 
constants 8;;(A) exist corresponding to A = 0.06448 ... 
(up to n = 69). For a convincingly large number of itera
tions the values of Table I (and the ones corresponding to 
A = 0.0644) remain invariant under the mapping J( {j [or 
(3.1) of II]. 

(iii) This solution {8,~ satisfies all absolute and rela
tive bounds that describe the subset ct: A (i.e., the fine struc
ture of <I>OA ) in Sec. II of II. I Moreover, using these values 

(i) :T" = (n - 1)12; 

one verifies numerically all bounds for the sweeping factors 
f3" 's,an's that constitute the key for our combinatorial tech
nique. From all these results the consistency of the scheme 
has been established. 

The numerical verification of the absolute bounds are 
presented in the Table II for A = 0.099 17. There 8~ W) (A) 
means the "true" values of the 8n 's coming from the applica
tion of the splitting and sweeping formulas on the sequence 
{g;;+ I}, as in Table I [cf. (3.55), Corollary 3.0 of Sec. III of 
II and Proposition 2.1 ofthis paper] but here for = 1,3, ... ,69 
(in the table the values up to n = 55 appear). Here 8nmax 

means the absolute upper bounds of 8::"s following the for
mulas 

8 = 6A 8 = 6A (1 + 6A 
2

) 
Im.x , 3m.x 1+9A-60A2 ' 

8 = 2(1 + 6A2
) 15A 

Smax 2 + 15A(1 + 6A2 ) , 
(A9) 

o = 3An(n -1)8~ (1 + 6A2
) 

"max 8~ + 3An(n - I) 

[cf. Definition 2 (a 1) of II]. Here 8~ is fixed o~ :::0.1 = 50 
following the bounds (3.20a) in Proposition 3.3. 

Respectively, 0" min means the absolute lower bounds of 
~ A (because {O:;}E~ A) following the formulas 

01 min = 03 min = 6A[ 1 + 9A(l + 6A2
)] -I, 

o _ 15A( 1 - 3AS3 ) 

5min - 1 + 15A(1 + 6A2 ) , 

0nmin = 6An(n - 1) [2 + 3An(n - 1)( 1 + 6A2
)] -I, 

Vn>7 (AW) 

[cf. definition 2 (a 1) for ct: A of II ]. 
Analogous results have been obtained by Voros for A 

fixed at A ;::::0.06448 ... and up to = 69. 
The relative bounds of the sequence {o:JE~ A are also 

verified numerically using the values presented in Tables I 
and II. 

APPENDIX B: THE NUMBERS Y n,Y n 

Let:Tn (resp. !Tn) be the number of different parti
tions (doublets) Wn (j) such that il + i2 = n (jl = odd) 
[resp. the number of different partitions (triplets) Wn (1) 
= (i1i2i3) such that ~1<1<3 i1 = n]; then we prove the fol
lowing combinatorial properties. 

LemmaB.l: 

(Bl) 

(n-3)2 n-3 
48 +-4-+ 1, for n=n= 12/+3, 1=0,1,2, ... , (B2a) 

(n-3)2 n-3 n-3 _ 
--.0....-_"":""'- + -- + 1 + --, for n = n + 2, 

48 4 12 
(B2b) 

(n-3)2 n-3 n-3 n+9 
48 + -4- + 1 + ----u- + ----u- g, for n = n + 2(g + 1), l«g«5. (B2c) 

Proof: (i) We note that the number .'T" is exactly the number of different values taken by the even numberj2 inside the in-
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tervaI2<j2<n - 1, i.e., 

:Tn = !(n - 1 - 2) + 1 = (n - 1 )/2. Q.E.D. 

(ii) (a) We shall first prove the formula (B2a): Let n = 12/ + 3, / = 0,1,2. We also suppose thatil>i2>i3; then in view of 
the definition ~1';;j';;3 ij = n, one finds 

il max = n - 2, 

il min = n13. 

In view of the hypothesis (B2a) both of them are odd numbers. 

(B3a) 

(B3b) 

We first keep i l fixed. Then, i2 varies in the interval i2min <i2<i2 max and if we denote by ilO= (n - 1 )/2 (herei lO = odd int. 
in view of hypo ), then 

and 

(B4a) 

(B4b) 

i
2min 

= {en - ~1)/2, if (~- il)/~ = 2k + 1, 
(n -11)/2 + 1, 1f (n -1 1)/2 = 2k. 

k=O,l, ... , 
(B5) 

We now define a number y(m,) representing the number of different partitions Wn (1) when i l is fixed and i 2,i3 vary. We 
note that y(ni,) equals exactly the number of different values i2 can take inside the interval defined by the extremal values 
(B4) and (B5): 

y(ni,) = (i2max - i2min )/2 + 1. (B6) 

From the above considerations, it follows that the total number YII equals 
11-2 

YII = I Y(ni,). (B7) 
j. = n/3 

For il<ilO we calculate [following (B4b) and the two cases of (B5)] 

"""'-( .) 4 3 3 2 
J nil = 

(B8a) 

{

3il - n + 1, if i l =.!!...,.!!... + 4, ... , n - 1 , 

3i l - n - 2 .. n n n - 1 
4 ,1fl l =3+ 2'3+ 6""'-2--2, (B8b) 

so when / of (B2a) is even we have 

I y(ni,) = ~1T, + ~1T, 
n/3.;;;,,;;(n - 1)/2 

(B9) 

. h {~1T' = 1 + 4 + 7 + ... + (n - 3)/8 + 1, 
W1t 

~1T, = 2 + 5 + 8 + ... + (n - 3 )/8 - 1, 
(B9a) 

so finally 

I 
n/3';;i,';;(n - 1)/2 

y(ni,) = (n-3)2 +n-3 +1. 
192 8 

In an analogous way for i l > ilO one obtains, by using 
(B4a) and (B5) [/ = even in (B2a)] y(ni,) 
= (n - i I + 2) 14 and 

with 

I y(ni,) = 2~1T, 
(n - 1)12 + 2.;;i,.;;n - 2 

~1T, = 1 + 2 + 3 + ... + n - 3 = n - 3 + (n - 3)2 
8 16 128 

(Bll) 

Notice that, for n = 3, ~1T, = 1, ~1T, = ~1T, = 0, so 'l? (3) = 1. 
For / = odd integer, analogous formulas to (B9)-(Bll) 
hold. Insertion of (B 10) and (B 11) into (B7) yields 

Yn = (n - 3)2/48 + (n - 3)14 + 1, (B12) 
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(BIO) 

and the same result is obtained for / = odd. 
(b) Forthecasesn = 12/ + 3 + 2gwith 1<g<5, we use 

a recurrence procedure. We suppose that Y n _ 2 is calculat
ed for g = g' - 1 and given by (B2) and find it for g = g'. 

Let us call i ~ ,i ~,i ~ the corresponding odd numbers 
when g = g' - 1 and satisfying 

3 

i~>i~>i~, I i~=n+2(g'-1). 
1=1 

The new triplets (i1,i2,i3 ), ~J= I ij = n, also satisfy i l >i2 >i3 

and 

(B13) 
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Now let us define flO by L y(ni,) = L y(n-2.N) , (BI5) 

~ _ {( n + 2g' - I )12, if g' = even, 
I (BI4) 
10- (n + 2g' -1)/2, if g' = odd. 

Then we can verify that if i 1 > flO, in view of (B 13 ), 

jill + 2<;'<;1 mu:-. iw<ll<il max - 2 

-. (n- 2lJ) 
because y~ITl.) = Y n _ 2 .• I in the corresponding ranges of i 1 

and i~. 
On the other hand, for i 1 d 10 we find 

ar(ni,) __ ar(n - 2.i?) + 1, when " /,' /' A,. 
J J Imin .... ll .... 10 ( • 0 • 0 ~ 2) resp. 'I min <, 1 <'10 - , (BI6) 

" {(n + 6)/3, if g'<3 ( '0 {(n + 6)/3, if g' - 1<3 ) 
with 'I min = (n + 12)/3, if g' > 3 resp., 1 min = (n + 12)/3, if g' - 1> 3 . (B16a) 

We conclude that an additional set of partitions wn (/) 
appears relative to the set of partitions W n _ 2 (/0), only when 
i l <ilO• The number of these supplementary partitions equals 
exactly 

. ~,y(ni,) _ L y(n-2.i7) 
'1 min",<'u. iy min<i?<fut - 2 

A 

ilO - i l min 
= +1. 

2 
(BI7) 

Finally from (BI5) and (BI7) we obtain 
A 

CT - ;10 - i l min 
d,,=Yn_2+ 2 +1. (BI8) 

Insertion of the values (B 15) and (B 16a) into (B 18) 
yields the numbers Y n of Lemma B.1 for n = n + 2 and 
n = n + 2(g+ 1), 1..;;g..;;4. Q.E.D. 

Remark: We notice that a more generalized formula can 
be derived, which concerns the number of terms of every 
ordered partial sum of C ~ + I when i 1 varies from the mini
mal value nl3 till a fixed 71..;;n - 2: 1t13";;;,..;;1,, This formula 
will be essentially useful for the proof of the absolute bounds 

of every /3 7.i,i.' 

From Eq. (B7) we write (using the notation y~n) for 
the above number) I,. 

(a) Let 11..;;(n - 1)/2. Then by (B4b), (B8a), and 
(B8b) we find two arithmetic progressions 

with 

~"..{i.) = f4(311 - n + 12)(1 + (3f l - n)/4 + 1) 

= <k,(371 - It + 12)(371 - n + 8) 

and 

~".,(i,) = i4(371 - It + 8)(2 + (371 - n - 2)/4 + 1) 

= ~(31, - It + 8)(311 - n + 12), 

so that 

yl,n) = -}s(3f, - n + 8)(371 - n + 12), f,";;(n - 1)/2. 
(BI9) 
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(b) Let i,;;;.(n - 1)/2. Then, using (BlO) and (B4a), 

y~n) = (n - 3)2 + n - 3 + 1 + ~7T,(i,) 
I, 192 8 

= (n - 3)2 + n - 3 + 1 
192 8 

(2f, - n - 5)(3n - 2f, - 5) + (B20) 
32 

APPENDIX C: RESULTS OF THE ~ ITERATION UP TO 
v=3 

In this appendix we show that at the first three orders of 
the <I> iteration (see Sec. II) and V;..;;n..;;9, ° < A..;;O.OI there 
exist well defined positive constants (continuous functions 
of the coupling constant A): ov.n (A), ~v.n (A), Ev •n (A), 
E".n (A), CP,'.n (A), dV•1I (A), fiJ".1I (A) such that the following 
properties are verified: Let 

m 

<1>" = II H~+ 1 (i1..;;9). 
1=1 

Then 

( _ 1)(n - ')l2s4>H: + 1 (qj = O,<I>",A);;;.o, 

H~.(q,A)IlF(q) > I, 

with 

S4> = lil (_I)(i/-,)/2 f H!(q(qj,k]») I}: IlF cli )dk, 

< 0 (signs); (CI) 

Vn>3, 3 constant 1 >00(A), yo(A) >0, 

IN2H: + 'T9i =o <8".n (A) Ill: + lTqj=o, 
yo(A} <8".n (A) <80 (A), 

lim(D".n (A)I A) = const> ° (simple splitting); (C2) 
1\-0 

Vn>3, 3 constant I >~o(A} > yo(A) >0, 

AIN3H:+ 'T9i=o<~".n (A) IC:- 'Tqi=O' 

yo(A) <8".n (A)<8o(A), 

lim (~v" (A)I A21 = const> ° (double splitting); 
A2_0 ' 

(C3) 

Marietta Manolessou 924 



                                                                                                                                    

Vn> 1, v> vo(n), 30<Ev,n (A), Ev,n (A) < 1, 

IH~+ 'lqi=o«1 + Ev,n (A»)IH~~ :!qi=O, 

IH: + Ilqi= 0 >(1 - Ev,n (A) )IH~~ : Iqi = 0 

(convergence properties); 

Vn>l, v> vo(n), 3lPv,/I (A»O, 

IH~+ 11«1 + lPv,n (A»)IH n+ Ilqi=o 

(zero momentum dominance); 

Vn>3, 30<dn(A)<I, 

(C4) 

(C5) 

IB ~ + Ilqi = 0 <d",/I (A) IC7, + Il qi = 0 (tree dominance); 

(C6) 

Vn> 1, v>vo(n), 3ifv,/I (A) >0, 

IHn+'1 .;;:(1+;;' (A»)c (n+l)'A(Il-,)/2 v q = 0 ~ .,.. v,n n + 1 • 

X [c ll + I as in (3.2b)] (norms). 

(C7) 

When the calculations are trivial we give only the re
sults: 

v=o, H~=qz+l, H~+'=O, Vn>3; 

v = 1, Hi (q)aF(q) = 1, Hi (q,A) = - 6A, 

H7+ '(q,A) = 0, Vn>5. (C8) 

By (C8), properties (Cl), (C5), (C6), and (C7) are 
trivially satisfied. Moreover 

4 -
INzH I (qI,<I>o,A) Iqi= 0 

<6A1r II III Hi (q,)aF(q,(qIkj») 

x<I>o(H) IT aFO;)dkj Iqi=O' (C9) 

AIN 3H i (qI,<I>o,A)lqi=o 

<6A
Z
co II <l>o(H) IT aFO;)dkjlqi=o' (ClO) 

The two last inequalities imply that (C2) and (C3) are 
also satisfied with 

81,3 (A) = 6A1T, 

81,3 (A) = 6Azco' 

(C9a) 

(ClOa) 

Here 

Co = I IT aF(l;)dk l dkzl q=O ::::::47.3. 

1.v=2 

(2.a) n = 1: 

H~ (q,A) = 6A2 I II aF(/i)dkl dkz + q2 + 1, (Cll) 

~t---. 
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We obtain 

H~ (q,A)aF(q) > 1, (CI2) 

(C13) 

z - - z IH z (qI,<I>I,A) 1< IH 2 (qI,<I>I,A) Iqi = 0' (CI5) 
2 - z 1H z (qI,<I>,A)l qi =o<1 +6A CO. (CI6) 

From the above inequalities properties (C 1), (C4), 
(C5), and (C7) are satisfied with 

Ez,l (A) = 6Azco, EZ,I (A) = 0, lPZ,1 (A) = 0, 

if2,1 (A) = 6Azco, ASO.5, (CI7) 

(2.b) n = 3: Using definitions (2.14) and (2.15), we 
have 

Hi(q,A) = 18A2 I ITaF(I;(%"k»)dk-6A, 
w(J) ; 

We obtain 

I Hi(q,A) I;I aFO;)dkj <0, if A< 9~' 
INzHi (q[,<I>,A) Iqi=o 

<8z,3(A) II ,UI H~(q;/qI,kj»)aF(QI,) 
X <1>1 (H) IT aFO;)dkj I qi=O ' 

with 8z,3 (A) = 61TA = 8'3 (A), 

AIN3H i (qI,<I>,A) Iqi=o 

<6A
Z
co II <1>1 (H) I;I aFOi)dkj I q,=o' 

so 82•3 (A) = 81,3 (A) = 6A2co, with A < l/91T. 

(CI8) 

(CI9) 

(C20) 

(C2I) 

The above inequalities prove (Cl)-(C3) for Hi (q,A). 
Moreover, 

(C23) 

IH i(qI,<I>,A)I«1 + 1 ~~~A) IHi(qI,<I>,A)lqi=o, 

(C24) 

(C25) 

The last inequalities ensure properties (C4)-(C7) with 

E2,3 (A) = 0, E2,3 (A) = d2,3 (A) = 91TA, 

lPZ,3 (A) = 181TA/( 1 - 91TA), if2.3 (A) = 0. 
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(2.c) n = 5: By definitions (2.14) and (2.15), we have 

H~(q,A) = - 3A.];) (6A)2 r~\ llF(i;)dkllF(QJ,) 

J 

+ (6A)2 I n llF(Q/,), (C26) 
w(l) 1= 1 

We obtain 

(C27) 

[notice that under the same condition in this particular or
der (v = 2), 

H~(q,A»O, VqEE~~)], 

IN2H~ (q[,<I>,A) Iqr=o 

,82•5 (A) I IIHiH~<I>I(H) n llF(i;)dkjl ' 
w(J) qr=O 

(C28) 

6 -
AIN3H 2 (ql,<I>,A) Iqr= 0 

'~2.5 (A)6A II i!\ H~(q;,(qjkj)) 
X llF (q;,) <I> (H) n t1F(i;)dkj Iqr=o' 

with ~2.5 (A) = j82.3 (A)82.5 (A). (C29) 

Inequalities (C27)-(C29) prove the sign properties 
simple and double "splitting" [(Cl)-(C3)]. Moreover, 

IH~ (q[,<I>,A) i ,(1 + fP2.5 (A) )IH~ (qj,<I>,A) iqr = 0' 

with fP2.5 (A) = 61TA/( 1 - 61TA). 
(C30) 

So the zero momentum dominance is satisfied and 

- 6-
IB~ Iqr =0,3A1TIC Ilqr=o 

[tree dominance with d2.5 (A) = 3A1T], 
(C31) 

(C32) 

The last inequality proves the norm property. Q.E.D. 
(2.d) n = 7: From definitions (2.14) and (2.15), we 

obtain 

H~ (q,A) = - (6A)3 I llF(Q/, )llF(Q/,), (C33) 
w(/) 

-z4· 
From (C33) we obtain successively 

sJi~ (q[,<I>,A) Iq)=o <0 (signs), (C34) 
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(C35) 

which is the simple splitting property with 

8 1•3 (A) (. 1 1) 827 (A) = 2 notice :> . 
. (l-d2,3(A») I-d2•3 I-d2.5 

(C35a) 

In the diagram below we show graphically the simple 
splitting property for H ~ and denote by/" J;. "internal" lines 
of the F-convolution loops: 

In an analogous way the double splitting property for 
H~ holds: 

AIN3H~ (qj,<I>,A) iqr = 0 

A I I 4 2 2 ,82.7 (A) 6A I H 2H 2H 2 <I> (H) 
w(/) 

Xn t1F(i;)dkj L=o' 

with ~2.7(A) =7A81•3 (A)/[l-d2.3 (A)]. (C36) 

The remaining properties (zero momentum and tree 
dominance) hold trivially with fP2,7 = d2•7 = O. The norm 
property finally is valid also trivially by (C33) precisely: 

IH~(q,A)I,A38!~ [i.e., q;2,7(A) =0]. (C37) 

Q.E.D. 
(2.e) n = 9: Definitions (2.14) and (2.15) yield 

3 

H~O= (6A)4 I n t1 F (Q/,), 
w(/) 1= 1 

From (C38) we obtain the signs 

sFii~O(q[,<I>,A)lqi=O >0; 

the simple splitting property, 

IN2H ~O(q[,<I>,A) Iq)=o 

8 11 (A) , .' 
4(1 - d2•5 (A»)(1 - E 2•3 (A») 

X {III H~Hi<l>(H) n llF(i; )dkj 1 ._ 
w(/,) q[-O 

(C38) 

(C39) 

+ III H~H~<I>(H) n IIp(i; )dkj I. _ }, 
w(/.) q[ - 0 

, (C~) 
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with splitting constant 

°2,9 (A) =°1,3 (A )/4(1 - d2,5 (A»)( 1 - €2,3 (A»); 
(C40a) 

the double splitting property 

AIN3H ~o(ql,<I>,A) Iqj = 0 

.;;;; ~3(A) 6A {~IIH4 H4 H2 
(1 - d2,3 (A»)2 6:;) 2(1) 2(2) 2 

X<I>(H) n dF(/;)dkj I _ + L IIH6H~(1) 
I 'lJ- 0 

XH~(2) <I> (H) IT d F(/; )dkj I q/=J ' 

with constant corresponding constant 

82,9 (A) =483 (A)/(1 - d2,3 (AW; 

(C41) 

(C41a) 

the zero momentum and tree dominance (trivially satisfied) 

rpZ,9 = dZ,9 (A) = 0; 

and the norms 

IH ~o(q,A) Iq = o.;;;;A 41O!/1O, 

with rpZ,9 (A) = 0, 
(2.f) Vn-;d1,H~+I(q,A) =0. 

2.v=3 

(C42) 

Q.E.D. 

For this order we have proved all the above properties 
and calculated the analogous constants exactly for every 
1.;;;;n.;;;;27 [notice that H~ + I (q,A) = 0, Vn>29]. 

We only present here the results concerning H~ (q,A), 
H j (q,A), in order to make evident the "stationarity" of the 
corresponding constants during the <I> iteration. 

(3.a) n = 1: From definitions (2.14) and (2.15), we 
have 

H~ = - A I Hi (q,k) IVI dF(l;)dk l dkl + ql + 1, 

(C43) 

We first note that, in view of (C19), 

H~ (q,A)dF(q) > 1. (C44) 

Using property (C23) inside (C43) we can write 

IH~ (ql,<I>z,A)lqj=o 

>(1 - €Z.3 (A»)IH~ (qf,<I>,A) Iqj=o 

+ €Z.3 (A) I I (q2 + 1) (ql,kj ) 

x<I>(H) IT dF(/;)dk)lqj=o' (C45) 

Taking into account the definition H T = q2 + 1 and the 
property (C 14) in the second term on the rhs of (C44) 
yields 

IH~ (ql,<I>2,A) Iqj =o>(l - €3,1 (A3»)IH~ (ql,<I>,A) Iqj = O. 
(C46) 
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Here we have defined 

€3.1 (A) =€2,3 (A)E2,1 (A2) :::::5400A3
. (C46a) 

On the other hand, by (C22) we also obtain from (C43 ) 
-2 -2 

IH 3 (ql,<I>,A) Iqj = 0';;;; IH Z (ql,<I>2,A) Iqj = 0' (C47) 

which implies 

E3,I (A) = o. (C47a) 

It is worthwhile to compare E3.1 (A) with Ez,l (A): there 
is an indication of strong convergence of the <I> iteration. 

Moreover, using (C24) and (C14) inside (C43), we 
obtain, for the zero momentum dominance property of H ~ , 

IH ~ (ql,<I>2,A) 1.;;;;( 1 + rpZ.3 (A)Ev (A) )IH ~ (ql,<I>,A) Iqj = 0' 

(C48) 

which implies 

rp3,1 (A) = [181TA/( 1 - 91TA) ]6A2cO' (C48a) 

Q.E.D. 
(3.b) n = 3: By (2.14) and (2.15) and using (CI9), we 

now obtain 

Hj = - A I H~ IT dF(/;)dk l dk2 

+ 3A L I IHi (qj,k) I IT dF(1; )dk 
w(J) 

3 

XH 2(gj, A)dF(gj,) - 6A IT H~ (q/ )dF(q/), 
/= I 

(C49) 

_£~ ~l'fl)' 

H.'9,) 

Taking into account the sign properties (C27) [more 
precisely the positivity of H~ (q,A)-see the corresponding 
footnote-for all qE€~~) ] and (C12) for H~] and HL re
spectively, together with the bounds (C20), (C22), and 
(C24) for the second term on the rhs 

I Hj(q(ql,kj ),A) IT d F c1; )dk) < 0, if A < 1/91T. 

(C50) 

In other words, the negative sign of Hj and every simple 
convolution integral (integration only with free propaga
tors) at the third order of the <I> iteration is ensured under the 
same condition imposed on the coupling constant as we have 
found at the second order [see (C 19) ] . 

Moreover, application of signs and simple double split
ting properties (at zero external momenta) of Hi,H ~, re
spectively, yields 

4-
IN2H 3I q/=o 

';;;;°3,3(A) II JJI H;(q/(q/kj»)dF(q/) 

x<I>2(H) IT d F (/; )dkj I 'lJ=0 ' 

with °3,3 (A) =6A1T(1 - 91T)/(1 - €3,1 (AW· (C51) 
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One verifies that 03,3 (A) < O2,3 (A) [ using (C20), 
(C46), and (C46a)], and 

AIN3Hj i qi ~ 0 ';;;~3,3 (A) 1 J <l>2(H) II !:J. F (/, )dk) I. _ ' q,_O 

with ~3,3 (A) =6A2co(1 - 9A1T). (C52) 

One can also verify [ using ( C21 ) ] that 
~3,3 (A) <~2,3 (A). Q.E.D. 

To prove properties (C4) we proceed in an analogous 
way [using the second-order double and simple splitting 
properties together with the signs of H ~, Hi, and the rela
tive bounds (CI3), (CI4), and (C22), (C23)]. 

IHj (qI,<l>2,A) iqi~O';;;(1 + E3,3 (N))IHi (ql,<l>2,A) Iqi~O' 
(C53) 

where 

E3,3 (A2) = (I + 6A2cO)3/( 1 - 91TA) - I (C53b) 

and 

(C53b) 

i.e" t3,3 (A) = 0, 
Finally insertion of the sign properties and (C22), 

(C23), (C25), (C20), (C29), and (C30) into (C49) yields 
the zero momentum dominance, explicitly 

IHj (qI,<l>2,A) i';;;(1 + rp3,3 (A) )IHj (qI,<l>,A) Iqi ~ 0' 

(C54) 
with 

rp3,3 (A) = [rp2,S + ~2,S (A)]I( 1- 91TA) <rp2,3 (A); 
(C54a) 

the tree dominance property 

IB i (qI,F2A) Iqi~ 0 .;;;91TAICi (qI F2,A) Iqi ~ 0' 

i.e" d 3,3 (A) = d2,3 (A); 
the norm property 

IHj (q,A) 1.;;;6A(1 + ,p3,J (A)), 

with ,pJ,J (A) = ~2,5 (A) 

(C55) 

(C56) 

+ rp2,5 + 18A2CO' 
(C56a) 
Q.E.D. 

APPENDIX D: PROOF OF PROPERTIES (2.12d1) OF 
PROPOSITION 2.3 

The properties are 

Pn(2) - Pn(1) ;>0, 

where 

(pi) 

_ 0;,(2) P,,(2) pn-2 0;,(1) P;,(1) pn-2 
a=-o---p ;,-2';,,;,(2) --o---P ;,-2,;.,;,(1)' 

;,(2) ',(2) ;,( I) ;,( I) 

On(I)Pn(1) - On(2)Pn(2) ;>0, 

On(1)Pn(l) - On(2)Pn(2) 

;>0n-2(I)Pn-2(1) -On-Z(2)Pn-2(2)' 

(p2) 

(p3) 

Pn- 2(2) /Pn- 2( I) ;>P ~ - 4,3,1(2) /P~ - 4,3,1(1)' (p4) 

The hypothesis is o(\) > 0(2) E~ ~ and 0 < A S 0.01. 
All properties can be obtained recursively. We only 

present the argument for property (p4) (which is the most 
complicated), i.e., for a general partition (i"i2,i3 ), 

P 7,,-;; ~ 2,;,(2) /P 7,,-;; ~ 2,;,( I) ;>P 7,,;,,;,(2) /P 7,,;,,;,( I)' (D I) 

using the simplest case of definitions (2.1), namely, 

(D2b) 

The remaining properties can be shown by analogy. Never
theless we remark that it is essential for all proofs that the 
recurrence hypothesis contains all of them, i,e., a multiple 
recursion in which the system (2.12d 1) ofrelations occurs 
simultaneously must be taken into account. 

The first step of this recursion is verified by n = 7 and 
n = 9, i.e., VO < A S 0.01, 

P7(2) - P7(1) ;>0, P9(2) - P9( I) ;>0, 

09(I)P9(1) - 09(2)P9(2) ;>07(I)P7(1) - 07(2)P7(Z) ;>0, 

(D3) 

where 

P 4 _ I 2.- 03 P 1 5 03 
531 - + 36 0' 7 = + - --'- , 

5 6 05 
(D3a) 

P7 = I + 14~P~31 . 
07P7 

We then suppose that all properties (pi )-(p4) hold for ev
ery 7.;;;Ti.;;;n - 2 and for Ti = n, vii in n/3.;;;il ';;;i l - 2. We 
then show (DI) forTi = n,il = i l • (Recalli l ;>i2 ;>iJ always.) 

Using the definitions (D2a) and (D2b), we write the 
inequality (Dl) as follows: 

(D4) 

(D5) 

b= 0;, + 2(2) Pi, + 2(2) P '.' . . _ 0;, + 2(2) o P I, - 2,1, + 2,1,(2) 0 
P;. + 2(2) P n 

P 
;. - 2.i~ + 2,;\( I) , (D6) 

i,(2) ;.(2) i. (1) ;,(1) 

CO= [0;,( I )p;,( I) 0" (2) P;,(2) ] - I, (D7) 
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AI c1 B! 

,----------'~,------------
c= (( + 2( I )f3;, + 2( I) - 0;, + 2(2)f3;, + 2(2~)'0;'(2)f3;,(2) '/3;: = L,.;.(2)f3;: - 2';. + V.(I) 

- (0;,( 1}f3;,( I) - 0;,(2)f3;,(2) )f3;: = L . .;.( 1)f3;: - 2,;. + 2,;.(2) 0;, + 2(2)f3;, + 2(2) 

(08) 

Let us first show that c>O. 
Using the recurrence hypothesis, we factorize out in the first two terms of (07) the non-negative differences and, by the 

identity 

A 1C;B2 -A2B tC;+2=(A I -A2)C;B2 + (B2 -BI2)C;A2 - (C;+2 - C;)A 2B 1, 

we finally write (07) as follows: 

c= {[ (0;, + 2(1 )f3;, + 2( I) - 0;, + 2(2)f3;, + 2(2) ) - (0;,( 1)f3;,( I) - 0;,(2)f3;,(2) ) ] 0;,(2) f3;,(2) f3 7, = L,';.(2)f3 7, - 2,;, + 2';.( I) 

+ (f3 7, = L,';.(2)f3 7. - 2,;, + 2';.(1) - f3 7, = L,,i.( 1)f3;: - v, + 2,i.(2) )(0;,( 1)f3;,( I) - 0;,(2)f3;,(2) )O;,(2)f3;,(2) 

- (0;, + 2(2}f3;, + 2(2) - 0;,(2) - 0;,(2)f3;,(2) ) (0;,( I )f3;,( I) - 0;,(2)f3;,(2) )f3 7, = L,,;.( 1)f3;: - 2,;, + 2,;.(2)} 

We notice that the three terms inside the brackets are second-order differences. The first two of them have non-negative sign 
and only the third is negative (in view of the recurrence hypothesis). These considerations allow us to state that the sum of the 
bracket, even if eventually negative for small n, is dominated by the first-order difference outside the bracket, which is a non
negative quantity in view of the recurrence hypothesis. By this last remark we conclude that 

c>O. (09) 

Q.E.D. 
Insertion of this result inside (04) yields that RII is a non-negative quantity in view of the fact that the dominant term -CoC 

[proportional to ii (it - 1)2 /i2(i2 - 1) (i2 + 1) (i2 + 2)] is a non-negative quantity. Q.E.D. 
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In this paper it is shown that nonlinear propagation in a step-index, 'monomode' optical fiber 
is not generally governed by the nonlinear Schrodinger equation, even when the fiber is axially 
symmetric. It is governed by a coupled pair of nonlinear partial differential equations that 
includes the nonlinear Schrodinger equations only as a special case. Three simple types of 
solution to the coupled system are analyzed and the corresponding field patterns are 
interpreted. One case shows that, for uniform wavetrains, nonlinearity not only alters the 
phase speed but also causes the field pattern in an 'elliptically polarized' mode to rotate 
gradually about the fiber axis. The other two cases each allow the system to be reduced to a 
single nonlinear Schrodinger equation, so showing two distinct situations in which solutions 
have soliton properties. 

I. INTRODUCTION 

When signals are transmitted along a fiber as a series of 
light pulses, one of the limiting factors to the rate at which 
the data can be transmitted over long distances is the pulse 
distortion due to the dispersive effects of the medium. Ha
segawa and Tappert I were the first to suggest that this effect 
could be balanced against the sharpening phenomenon due 
to the nonlinearity of the material, hence creating a soliton. 
However it was not until 1980 that Mollenauer, Stolen, and 
Gordon2 made the first experimental observations of soli
tons in optical fibers and demonstrated conclusively many of 
the soliton properties. Much work has been undertaken to 
show mathematically how the two phenomena affect the 
propagation of waves in a fiber. Many authors3

-
s have incor

porated a cubically nonlinear polarization into a one-dimen
sional model, and obtained the nonlinear Schrodinger 
(NSL) equation, which possesses single-soliton and multi
soliton solutions. Hasegawa and Kodama6 and Potasek, 
Agrawal, and Pinault5 have extended this to higher-order 
approximations and have obtained a third-order equation. 

Several authors have worked on modelling a cubically 
nonlinear fiber in three space dimensions.7

•
B In these papers 

it was assumed that the electric field took the form 

E(r,t) = A(r,t)ei(kz- (or) 

and that the dispersion relation was amplitude dependent. 
This allowed the expansion of the dispersion relation around 
the carrier frequency and some suitable wave number, to 
give the Fourier space equivalent of the operator equation 
that when operating on the amplitude A(r,t) was written in 
the form 

a 2A . aA 
V~A + ---:=2 - q2A + 21q - + j(r)k ~A aZ. az 

. aA a 2A + 2za(r) - + bj(r)--at at 2 

+ D IA(r,t) 12A = 0, (1.1 ) 

where 

k(UJ) = (UJlc)n I (UJ), n I (r,UJ) = n I (UJ )j(r), 

b = kok f{ + k b2
, a(r) = kok bI(r), D = 2(n2Ino)k~. 

Analysis usually assumes that A has fixed direction, 
with A = eA (r ,t), and either neglects transverse variations 
so that A = A (z,t) or assumes that A is separable as 
A = <I>(x,y)8(z,t). This second assumption is, of course, in
compatible with (1.1), but the equation is then replaced by 
its average taken over each cross section. Neither of the 
above assumptions satisfies both the field equations and the 
boundary conditions. Moreover, neither takes due account 
of the fact that a "single-mode" fiber really has two equiva
lent modes, since modes with orthogonal polarizations are 
degenerate, having the same dispersion relation. This fol
lows from the widely known result that the axisymmetric 
TEol and TMol modes are not the modes to propagate at the 
lowest frequencies. 

For birefringent fibers (which lack axial symmetry) 
Blow et al.9 and Menyuk 10 develop approximate treatments 
that show that the interaction between two orthogonal lin
early polarized modes having slightly differing phase speeds 
is governed by two coupled equations. However, the analysis 
we present in this paper shows that, even in cylindrically 
symmetric fibers, two coupled equations are required to de
scribe propagation of a general signal. 

In this paper we shall be concerned with a cladded, cy
lindrically symmetric fiber. For simplicity, we consider the 
specific example in which both the core and the cladding are 
taken to be homogeneous, isotropic, and nonlinear dielec
trics with a discontinuity in a permittivity at the boundary 
r = a, between the two. The core occupies the region 

O<;;r<;;a, 0<;;0 < 21T, - 00 < z < 00, 

whilst, as is usual in studies of fibers for which the outer 
radius of the cladding is very much greater than a, the clad
ding is treated as extending to infinity. The nonlinearity will 
be assumed to be cubic and present in both the core and the 
cladding. 

In Sec. II the basic equations and boundary conditions 
governing the fields are given and the form of the nonlinear-
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ity used throughout the paper is stated. Since a multiple 
scales perturbation expansion of the fields will be used, ap
propriate stretched coordinates are defined. Sec. III contains 
the derivation of equations governing the nonlinear modula
tion of amplitude of the appropriate modes resulting from 
linear optical waveguide theory. Two independent complex 
amplitudes are required to describe these fields and as a con
sequence the modulation equations are found to be a pair of 
nonlinear, coupled, second-order, partial differential equa
tions. These equations are, in fact, a special case of Eqs. (3) 
of Blow et al.9 They show that, even in a cylindrically sym
metric, isotropic fiber, the signals with different polariza
tions interact nonlinearly. It is shown that this system of 
partial differential equations contains the usual NLS equa
tion as a special case, but clearly there are many situations in 
which solutions are not described by a single NLS equation. 
In Sec. IV, three special types of solution to the coupled 
system are analyzed and the corresponding fields are inter
preted. These show that nonlinearity can induce double cir
cular refraction, since generally an elliptically polarized 
wave field suffers gradual rotation as it travels along the 
fiber-the ellipse rotation phenomenon first predicted for 
plane waves in nonlinear isotropic media by Maker et al. II 
Also, solitons may exist for both circularly polarized and 
linearly polarized wave fields. 

II. PROCEDURE 

The fields in the core and the cladding are described by 
Maxwell's equations 

aH 
V X E + Ilo -- = 0, V' D = 0, at 
V' B = 0, V X H = aD, 

at 
(2.1 ) 

in the absence offree charge, free current, and magnetic sus
ceptibility. At the interface r = a, the corresponding bound
ary conditions are that: (a) the tangential components ofE 
and H are continuous; (b) the normal components of 
B ( = lloH) and D are continuous. Additionally we require 
that the fields are finite along the core axis, r = 0, and that 
they decay to zero as r tends to infinity. 

As in previous works in the field4.12 the electric displace
ment D is assumed to be cubic in E and given by 

D = EOn) (n) + 2nq IEI2)E (j = 1 or 2), 

where n) is the usual refractive index, which takes the values 
n I in the core and n2 in the cladding. Here, n) is related to the 
permittivity by the equation 

n) = ~E/Eo (j = 1 or 2). 

For simplicity of presentation, the nonlinear coefficient nq of 
the refractive index is taken to be the same in both the core 
and the cladding and explicit dependence of n I' n2 , and nq on 
frequency is omitted. 

The modulation of quasimonochromatic signals will be 
analyzed using modal analysis for the basic approximation 
and incorporating the modulation by employing the multi
ple scale technique in an asymptotic perturbation method or 
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more specifically the method of derivative expansion. 13 The 
method requires the expansion of the fields in terms of a 
small amplitude parameter v, for example, 

F=vFi)+vF2)+vF3)+ ... (F=E or H) 

and also introduces the stretched coordinates 

Zn = ~z (n = 1,2,3 ... ), 

Tn = vnt (n = 1,2,3 ... ), 

which imply the derivative expansions 

!....-!....+v~+v~+ ... 
az az aZ I aZ2 

and 

!....-!....+v~+v~+ .. · . at at aTI aT2 

By equating successive powers of v, sets of equations 
and boundary conditions governing successive approxima
tions to the fields E and H can then be determined and 
solved. 

III. GENERAL FORMULATION 

When the multiple scale expansions are substituted into 
(2.1 ) the equations obtained from equating the terms of first 
order in v generate the standard linear boundary value prob
lem. Separable solutions exist in the form of circularly polar
ized modes 

Fi)(r,e,z,t) = Fi)(r)ei(/o+ kz- ""), 

for each azimuthal mode number 1= 0, ± 1, ± 2, ... , pro
vided that k and OJ satisfy the linear dispersion relation, 
which is obtained by applying the matching conditions at 
r = a and the conditions as r-O and r- 00. It is readily 
shown 13 that the dispersion relation for a mode with I nega
tive is identical to the relation with positive mode number III. 
Thus the corresponding modes may be written in the form 

Fi)(r,e,z,t) = F ± (I)(r)e i ( ± 10+ kz - Wl), 

OJ = OJI(k), 1= 0,1,2, ... , 

where the ± superscript indicating the two possible solu
tions for each positive integer I. Moreover it is found that the 
vector functions E ± ( I ) (r) and H ± (I) (r) may be written as 

E±(I)(r) =iEI(r)er ±E2 (r)eO +E3 (r)e z ' 

_ _ _ (3.1) 
H ± (I) (r) = ± HI (r)e r + iHz(r)eo ± iH3 (r)e z , 

where Ei (r) and Hi (r) (i = 1,2,3) are real and er , eo, and ez 

are unit vectors associated with the coordinate directions. 
Marcuse l4 also shows that only the HEll mode (i.e., having 
1= 1) has zero cutoff frequency. This means, that at the 
lower frequencies, both the + and the - mode for I = 1 
propagate and hence we need to use two independent ampli
tudes in representing the corresponding fields. Since both 
modes propagate with the same phase factor ¢= kz - OJt, 
even though they have independent complex amplitudes 
A ±, the general solution with frequency OJ, wavenumber k, 
and azimuthal number 1 has the form 
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E<O:=E(I)(r,O,.p) = [A +eioE+(I)(r) 

+A -e-iOE-(l)(r)]eil/!+c.c., 

HO):=HO)(r,O,.p) = [A +eioH+(I)(r) (3.2) 

+ A - e - iOH-(1)(r) ]eil/! + C.c., 

.p= kz - wt, 

where c.c. denotes the complex conjugate. The complex am
plitudes A + and A - are independent of z and t but are al
lowed to depend on the slow variables Zn and Tn 
(n = 1,2,3, ... ). Since E(I) and H(I) depend on z and t only 
through the phase variable .p, and they are 21T-periodic in .p, 
we insist likewise that all higher-order terms E(m) and H(m) 
depend only on r,O,.p and Zn' Tn (n = 1,2, ... ), and are 21T
periodic in both ° and .p. 

Substituting expressions (3.2) for E(1) and H(I) into the 
perturbation equations obtained from (2.1), and then com
paring terms of second order in v, we obtain the following 
system oflinear inhomogeneous equations: 

, (2) W a H(2) .p wt 
V XE -/-l0T---ar- = g, (;= T =Z - T' (3.3) 

(3.4) 

2 aE(2) 
V' X H(2) + EOnjW __ = f 

k a(; , 
(3.5) 

and 

aHjl) 
----aZI 

V"H(2)= (3.6) 

Here f = f(r,O,(;;ZI,T l ,. .. ) and g = g(r,O,(;;ZI,Tl ,. .. ) are ex
pressions known explicitly as linear combinations of the first 
derivatives of H~I) andE ?), with respect to ZI and T I, and 
V' is the usual del operator with the z derivative replaced by 
a la(; ( = k a la.p) and where 

Since it can be shown that the two scalar equations are in 
fact consequences of the two vector equations and the peri
odicity requirements, the fields E(2) and H(2) are completely 
determined by (3.3), (3.5) and associated boundary condi
tions. In this inhomogeneous system which governs the de
pendence ofE(2) and H(2) on r,O, and .p, the self-adjoint differ
ential operators on the left-hand sides are the same as those 
in the homogeneous system governing E(l) and H<O. The con
dition that the inhomogeneous system has solutions which 
are 21T-periodic in both ° and .p can be shown to be an ortho
gonality condition of the form 

(00 (2'" (2Tr 
Jo Jo Jo (u·f-v·g)rdOd.pdr=O, (3.7) 

where u and v are the most general periodic solution of the 
corresponding homogeneous boundary value problem. Ex
plicitly, they have the form 

u = [a+ eioE+O)(r) + a-e - iOE-(I)(r) ] eN' + c.c., 

v = [a+eiOH+(1)(r) + a-e- iOH-O)(r) lei¥> + C.c., (3.8) 

where a+ and a- are two independent complex constants. 
Evaluating the integrals with respect to .p and ° and 

observing that Eq. (3.7) must be true for all constants a+ 
and a - we obtain 

aA ± [(00 (E ± (I)XH ± (I). _ H ± (I) XE ± (I).) 'ezrdr] 
aZ I Jo 

+ aA ± [(00 (E n2E±(l).'E±(l) 
aT

I 
Jo 0 J 

+/-loH±(l)··H±(l» rdr] =0. (3.9) 

Taking into account the expressions (3.1) for E ± (I)(r) and 
H ± (I) (r), it is readily shown that in each case the ratio of 
the two bracketed terms reduces to 

f0'2(E/I2 - E;iIl)rdr 
s= 2 - -2 -2 -2 -2 2 ' 

fO'(EOnj(E~ +E2 +E3) +/-lo(H I +H2 +H3»)rdr 
(3.10) 

which is in fact the group speed S = dw/dk of each of the circularly polarized HEll modes. Consequently, Eqs. (3.9) reduce 
to 

aA + aA + aA - aA -
-aT +S az =0, --+s--=o, (3.11) 

I I aTl aZ I 

thus confirming that, to first order, each complex amplitude 
travels at the group speed. Since A + and A - depend on Z I 
and TI only through the combination 

it is convenient, at each order n = 1,2,3, ... , to change from 
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the variables Zn' Tn to X n = Zn - STn and Zn. Hence A ± 

may be regarded as of the form A ± (Xl,X2,Z2'''')' 
After expressions (3.2) are substituted into Eqs. (3.3) 

and (3.5) and the boundary conditions appropriate to 
O( '?), an inhomogeneous, linear boundary value problem 
for E(2) and H(2) is obtained. Its complementary solution has 
the same form as the O( v) solution (3.2), while a particular 
solution may be sought as a linear combination ofterms hav
ing factors exp i(.p ± 0). It is then found that the general 
solution may be written as 
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with similar expressions for H(2). The complementary solu
tion involves two new arbitrary amplitudes b + andb - multi
plying the fields of (3.1) while the particular solution in
volves the total derivative 

~=~+w'(k) ~ 
dk ak aw 

of these same fields. For the step-index fiber the components 
Ei (r) and Hi (r) may be deduced from formulas on pages 
293-295 of Marcuse. 14 

The expressions E=vEO) + VE(2), H=vH(I) + vH(2), 
describe quasimonochromatic signals in which both of the 
circularly polarized modes modulate according to standard 
linear theory. Nonlinear effects enter only at O('?) and are 
found to alter Eqs. (3.11) by introducing both nonlinearity 
and interaction. The equations obtained from the terms of 
O('?) in Eqs. (2.1) are the following system of nonlinear, 
inhomogeneous, partial differential equations: 

V'XE(3) -lI.o~ aH(3) = G 
,.. k a; , (3.13) 

(3.15 ) 

and 

V"H(3)= 
aH~2) aH~1) aH~2) aH~I) 

- --- - --- - --- - ---
aZI aZ2 aXI aX1 

(3.16) 

Here F and G denote linear combinations of the derivatives 
of E i2l, H i2), E iI), and H il) similar to those in (3.14) and 
(3.16) and, in the case ofF, also a term in a( IE(1)12E(I»/atP. 
Explicit forms are given by Newboult. 15 At r = a, all compo
nents of E(3) are continuous, except for E \ 3 ), which satisfies 

[nJE\3)] = - 2nq[nj IE(I)11E \1)], 

where [ ] denotes the jump across the interface at r = a, 
while nj equals n I in the core and n1 in the cladding. As 
before, conditions at r = 0 and as r-+ 00 are also imposed. 

As for the system (3.3 )-(3.6), it can be shown that the 
system (3.13 )-( 3.16) is not overdetermined and that the 
two scalar equations (3.14) and (3.16) may be omitted. 
Since Eqs. (3.13) and (3. 15) and associated boundary con
ditions have exactly the same form as the linear, inhomogen
eous system governing E(l) and H(l), there is a similar solv
ability condition 

100 
f1T f1T (uoF-voG)rd8dtPdr=0, ( 3.17) 
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where u and v are as given in (3.8). When the integrals with 
respect to tP and 8 are evaluated, again observing that we 
require Eq. (3.17) to be true for all constants a ± , two scalar 
equations involving derivatives with respect to the slow vari
ables XI' ZI' and Z2 are obtained, namely: 

( 
ab ± aA ±) ± alA ± ± 

az I + aZ2 I I + ax~ g 

+ A ± * A ± 1if z± + A =t= * A =t= A ± if 3± = 0, (3.18 ) 

where the coefficients involve integrals over the fiber cross 
section of the fields E± (I), H ± (I), dE ± (I) Idk, and 
d H ± (1)1 dk associated with the linearized modes. 

After using expressions (3.1), it is found that the coeffi
cients of the two equations are identical and may be written 
as 

and 

Loo - 2 - 2 - 2 2 
13± = 4WEonq 0 nj[(E t +E2 -E3) 

+ (E~ +E~ +ED z 

+ (E~ -E~ +EDZ]rdr=/3' 

It may be noted thath andl1 are related by 

L
oo - 2- 2 h = 2/2 - 32wEonq 0 njE 2E 3rdr, 

while use of standard results from linear theory yields the 
relation 

dw 1 d 2W 

g dk = -"21 dk 1 . 

Since in (3.18), b ± are the only quantities which may 
depend on ZI' they are bounded only if ab ± laZI = 0. Con
sequently, b ± = b ± (Xt,Zl,X2,Z3"") is merely an O(v) 
correction of vA ± and can be omitted without loss of gener
ality. Thus (3.18) may be written as a pair of cubically non
linear Schr6dinger equations 

jaA+ =~a2A2+ +(fz IA+11+h IA-11)A+, 
aZ2 II aXt II II 

j aA - = ~ a
2
A

z
- + (fz IA -1 2 + 13 IA +12)A-, 

aZ1 It aXI II It 
(3.19) 

which couples together the evolution of the complex ampli
tudesA + andA - of the two circularly polarized modes con
tained in the O(v) fields (3.2). When expression (3.2) for 
EO) is rearranged as 
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E(I) = 2a+{ - E,er sin(O + kz - wt + qJ +) 

+ (Ezee +E3eZ)cos(O +kz-UJt+qJ+)} 

+ 2a-{ - E,er sine - 0 + kz -wt+ qJ-) 

+ ( - Ezee + E 3eZ ) cos ( - 0 + kz - wt + qJ - )}, 
(3.20) 

where A + = a+e irp +, A - = a-e irp
-, it is seen that A + de

scribes a left-handed, circularly polarized (corkscrew) 
mode of amplitude a + = IA + I with radial field including the 
factor IE, (r) I vanishing on 0 = UJt + kz - qJ + + n1T and 
having maxima in directions 0 = (1/2) 17' + UJt 
+ kz - qJ + + n17'. Similarly, A - describes right-handed 

modes. 
Although Eqs. (3.19) (having only three independent 

real coefficients gll"];/I,, AI/,) are a special case of the 
coupled NLS equations occurring in the mathematical liter
ature, '6.17 their relevance to the propagation of signals in 
perfect "monomode" fibers has not previously been noted, 
even in treatments9

,10 of birefringent fibers. They are equiva
lent to a pair of equations for the complex amplitudes of 
linearly polarized modes. Indeed, by writing 

B, = i(A + + A -) = b, eirp
" Bz = A - - A + = bz e

irp
, 

is found that 

EO) = 2b,{(E,er cos 0 + Ezee sin O)cos(kz -wt + qJ,) 

+ E3ez cos 0 sin(kz - wt + qJ,)} 

+ 2bz{(E,er sin 0 - Ezee cos O)cos(kz - wt + qJz) 

-E3ez sinOsin(kz-wt+qJz)}, (3.21) 

so that b, = IB,I and b2 = IBzl are the amplitudes, and 
qJ, = arg B, and qJz = - arg B2 are the phases of modes po
larized linearly in the 0 = 0 and 0 = 17'/2 directions, respec
tively. 

The corresponding propagation equations are 

i aB, =.K. aZB, +gz (IB,l z + IBzlz)B, 
azz I, axi I, 

+ g3 (B2B*-IB IZB) I, Z, 2' , 

i aBz =.K. aZBz + gz (IB,l z + IBzI2)Bz 
aZ2 I, axi I, 

(3.22) 

+ g3(B2B* -IB IZB) I, '2 'Z , 

whereg2 =!C.t; + A),g3 = !(A - /z). 
It may be noted that the systems (3.19) and (3.22) are 

equivalent to the systems (2) and (1), respectively, of Blow 
et al.9 in the absence of birefringence. Moreover it can be 
readily seen that Eqs. (3.19) are satisfied by taking A - == 0, 
in which case the system reduces to the NLS equation 

i aA + =.K.
azA

+ +/z IA+1 2A+ (3.23) 
azz I, axi I, ' 

which, as discussed in Sec. I, is usually taken to govern the 
competing nonlinear and dispersive effects in optical fibers 
without birefringence. Similarly the cases A + = 0, Bz = 0 
and B, = 0 each reduce to a NLS equation. Thus the solu-
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tions to Eq. (3.23) are included amongst the solutions to the 
general system (3.18), but this system clearly has many oth
er solutions. 

IV. SOME SPECIAL SOLUTIONS 

Solutions to (3.19) are readily found in a few specific 
cases and this section will deal with the construction and 
interpretation of these. In particular, the coefficients gil" 
/z11,,f3/1t, gzll, and g311" which in Sec. III are defined in 
terms of the modes capable of propagating in the axisymmet
ric waveguide, are readily identified as the associated "group 
delay dispersion" and as nonlinear susceptibilities.9 

For ease of manipulation, it helps to rescale the variables 
Zz and X, in (3.18), by introducing r = (/21 It) Z2' 
X = (/z/g) '/2 X, and h =Allz, so giving 

i aA ± = a 2 A ± + A ± (IA ± IZ + h IA =F IZ). (4.1 ) 
ar axz 

[The condition that Eq. (3.23) possesses "bright" soliton 
solutions is /zIg> 0, and this has been assumed here.] The 
corresponding leading order approximation to the fields in 
the "monomode" fiber (I = 1) have the form given in 
(3.20). 

A. Case 1: Uniform wavetrains 

It is easily confirmed that Eqs. (4.1) possess solutions of 
the form 

A + = a exp i[ex + (ez - aZ 
- hb 2 )r] , 

A - = b exp i [dx + (d z - b z - haz) r] , 

where a, b, e, d are independent real constants. Clearly these 
represent two wavetrains with wave speeds dependent on the 
(constant) amplitudes a+ = a and a- = b of the two circu
larly polarized (corkscrew) modes. 

Substituting into (3.20) gives 
-(1) -. -
E =2a[ -E,ersm(O +k,z-w,t) + (E2ee 

+ E3ez )cos(O + k,z - w,t)] 

+ 2b [ - E,er sine - 0 + kzz - wzt) 

+ ( - Ezee + E3ez )cos( - 0 + kzz - wzt)], 
(4.2) 

where 

k, = k + veHz/g + v(/zll,)(ez - aZ - hb z), 

w, = w + ve ~/z/gS, 

k z = k + vd~/z/g + v(/211,)(d z - b 2 - ha2
), 

W2 = W + vd ~/z/gS. 
This shows how nonlinearity induces both double circular 
refraction and interaction between the left- and right-hand
ed circularly polarized modes that have wave speeds w J k, 
and w21k2' respectively. Moreover, by writing k i - k = vki 

(i = 1,2), it is seen that 

w, = w + Svk, - (gll,)Svk ~ 

+S(/zII,)[va2+hvb Z] +O(~), 

W2 = W + SVk2 - (gilt )Sv k ~ 

+S(/211,)[vbz+hvaZ] +O(~), 
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where 

E'er~vE~I) = - iEI(r) 

X [va sin(O + klz - WIt) 

+ vb sine - 0 + k 2z - W2t)]. 

This not only confirms the results of Sec. III that S is the 
group speed w' (k) and that gill is the group delay dispersion 
- !w" (k)lw'(k), but also shows that/2111 is the nonlinear 

susceptibility associated with either of the pure circularly 
polarized (corkscrew) modes. 

The parameter h ( =/;IJ;) may be regarded as a cou
pling constant describing the interaction between these two 
modes. Alternatively, it may be defined in terms of plane
polarized modes such as the case b = a, C = d [giving 
k2 = kl' W2 = WI and B2 = 0, in (3.20) and (3.21)]. Thus 
the wave field with 

E'er ~vE ~ I) = 4aEI (r)cos 0 cos(klz - Wit + qJl)' 

kl = k + vc rz;. - (1 + h) 12 4va2 + J; vc2, 
\jg II II 

WI = W + VCH2IgS, 

has nonlinear susceptibility (1 + h)J;111 = 4g2111' Conse
quently,/3111 ( = hJ;lll) measures the difference between 
nonlinear effects for plane- and circularly polarized modes. 

Generally, for monochromatic waves W2 = WI (with 
C = d = 0) the difference in wave speeds causes gradual ro
tation of the field pattern, since expression (4.2) then be
comes 

E(I) = 2(a + b){( - Eler cos 'I' - E 2eO sin '1') 

X sin (kz - wt) + E3ez cos 'I' cos (kz - wt)} 

+ 2(a - b){( - Eler sin 'I' + E2eo cos '1') 

Xcos(kz - wt) - E3ez sin 'I' sin(k - wt)}, 

where 

'1'=0 + !(k l - k2 )z 

= 0 + (vI2/2/1)(h - 1 )(a2_b 2)Z = 'I'(0,Z2)' 

k =! (k I + k 2) = k - (v 12/2/1)( h + 1)( a2 + b 2). 

Except in the special case h = 1, the general "elliptically po
larized" waveform (b =I- ± a) exhibits rotation on the scale 
of Z2 = vz, analogous to the ellipse rotation phenomenon 
predicted for plane waves by Maker et al. II This is a nonlin
early induced double circular refraction. 

B. Case 2: Circularly polarized modes 

As suggested in Sec. III, we let A - = 0 so giving the 
NLS equation (3.23) which yields 

(4.3) 

with a and T defined as in (4.1). This governs the evolution 
of a general left-handed mode. 

There is an extensive theory concerning this equation, 
which is completely integrable so that many types of exact 
solutions are known. 18,19 One of the simplest, yet most im
portant types is the single soliton 
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A + = a../2e - i'l' sech a(x - bTl, 

where 

qJ = !bx - (!b 2 _ a2)r 

and a and b are arbitrary constants. 

(4.4) 

Inserting the corresponding expressions a+ 

= a../2 sech a(x - bTl, qJ + = - qJ, a- = 0 into (3.20) 
shows that the O(v) radial component ofE(!) is 

E~I) = - 2../2a sech a(kz - wt)EI(r)sin(O + kz - wt), 

where 

k = v rz;. - vb J;, w = vS rz;. , 
\jg II \jg 

k=k-~ {l;.+v2/2 (-.!.b 2 _a2) , 
2\jg 114 

w = w - v: S~. 
This solution describes a gradual amplitude modulation of a 
circular mode (A - = 0). The function E I ( r) describes (as in 
linear theory) the radial dependence of E ~ I). The signal am
plitude is given by 

2../2a sech a(kz - wt), 

which is a nondistorting waveform traveling at a speed close 
to the group speed S = w' (k). The wavenumber k and angu
lar frequency ware each constant. The radial field vE ~ I) has 
maximum modulus on lines 0 = ±!1T - kz + wt which 
(for k> 0) describe left-handed corkscrews of pitch equal to 
the wavelength 21Tlk. 

Similarly the other components ofE(!) and H(!) describe 
a field pattern which spirals around the fiber axis, and with 
amplitude having the same "sech envelope." Thus the solu
tion (4.4) describes a soliton for a left-handed circularly 
polarized mode. 

SolutionshavingA + = o and with A - of the form (4.4) 
describe right-handed solitons, which are closely analogous 
to the above solution. 

C. Case 3: Linearly polarized modes 

When A - = A + e2ia
, where a is any real constant, then 

IA -I = IA + 1 and the system ( 4.1 ) reduces to consideration 
of the single equation 

i aA + =a
2
A+ +(1+h)IA+1 2A+, (4.5) 

aT ax2 

which is merely a rescaled version ofthe NLS equation. Con
sequently it possesses solutions analogous to all the solutions 
of (4.3). In particular, soliton solutions are 

A + =a~2/(1 +h)e-i'l'secha(x-bT), (4.6) 

where qJ = !bx - (!b 2 - a2)r. 
As in case 2, the field pattern within this mode having 

the sech envelope may be characterized by investigating the 
component E ~I) (r,O,z,t). From (3.20) it is found that 

E ~I) = - 4a~2/(1 + h)EI (r)cos(O - a) 

Xsech[a(kz - wt) ]sin(kz - wt + a), 
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with k, iJ, Te, (i) defined as in case 2. Consequently the solution 
(4.6) describes the familiar single soliton with arbitrary 
fixed polarization angle a. Special cases are the soliton solu
tions of the system (3.22) with either B2 = 0 or Bl = O. 

Although it is well known that (4.5) possesses multiso
liton solutions, so that many solitons having the same polar
ization angle a may collide and yet emerge with unchanged 
form, the consequences of a collision between linearly polar
ized solitons of differing polarization angle are only just be
ing investigated numerically. First results suggest that such 
solitons emerge as waves of permanent form, similar to the 
"vector solitons" recently reported by Christodoulides and 
Joseph.20 These calculations are reported in Parker and 
Newboult. 21 
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Vertex operator construction of nonassociative algebras and their 
affinizations 
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A general method for the vertex operator construction of nonassociative algebras and triple 
systems and their super analogs is given. Using this method the natural affine extensions of 
these algebraic structures can be defined and constructed. Essentially all the algebraic 
structures of physical theories based on "point particles" can be constructed this way. 
Conversely, these methods can be used to define the "stringy" analogs of these algebraic 
structures. 

I. INTRODUCTION 

One of the most important algebraic tools of the string 
theories is the Fubini-Veneziano vertex operator. 1 It plays a 
crucial role in various formulations of string theories and in 
calculating their scattering amplitudes. The vertex operators 
form the backbone of the representation theory of affine 
Kac-Moody algebras as formulated by Frenkel and Kac.2

,3 

The level one representations of untwisted affine Kac
Moody algebras g defined by simply laced Lie algebras g 
were constructed by Frenkel and Kac2 and Sega1.4 More 
recently, the results of Frenkel and Kac have been extended 
to the vertex operator construction of the nonsimply laced 
affine Kac-Moody algebras. 5

•
6 

Our aim in this paper is to give a method for a vertex 
operator construction of a very general class of nonassocia
tive algebras and triple systems. They include practically all 
the algebraic structures that have appeared in theoretical 
physics, such as Jordan algebras, division algebras, and their 
tensor products, etc. Using this method one can define and 
construct natural "affinized" extensions of these algebraic 
structures. Therefore we expect this method to have two 
general applications to string theories. First, it can be used to 
identify and analyze the various underlying algebraic struc
tures of string theories, especially those of the "compacti
fied" string theories, in a point particle physics language. 
Second, the method can be used to define stringy analogs of 
the algebraic structures of point particle physics such as den
sity matrices. Our method extends in full generality to the 
construction of the super analogs of these algebraic struc
tures such as affine Jordan superalgebras. Therefore, it is 
equally applicable to bosonic, as well as superstring theories. 
We expect it to have applications in other areas of theoretical 
physics, such as the study of operator product expansion in 
two-dimensional conformal field theories. 

II. THE CONSTRUCTION OF LIE ALGEBRAS FROM 
TERNARY ALGEBRAS 

Every simple Lie algebra g has a five-dimensional grad
ed decomposition (Kantor structure) with respect to a sub
algebra g(O) of maximal rank 7.& 

g = i- 2) ifJg(-l)ifJg(O)ifJg(+1) ifJg(+2), 

where ifJ denotes the vector space direct sum and the com-

mutation relations of the elements of various graded spaces 
g(m) are such that the following formal relations hold: 

[g(m),g(n)]=g(m+n), m,n=O,+I,+2 (2.1) 

and g(m+ n) = ° if 1m + nl > 2. [For the Lie algebra of 
SU(2), the g(2) and g(-2) spaces vanish.] One can define a 
conjugation - in g such that 

g(+I)=g(-I), 

g(+2) = g(-2), (2.2) 
g(O) =g(O). 

The elements of g belonging to the i+ I) space can be 
labeled by the elements of a ternary algebra V,7.& 

UaEg(+ I) <=> aEV. 

A ternary algebra V is a vector space on which is defined a 
ternary product ( , , ) such that 

(a,b,c)EV, for all a,b,cEV. (2.3) 

Using the conjugation - one can label the elements of L be
longing to the g( - I) space by the elements of Vas well, 

UaEg(-I) <=> UaEg(+ I). 

We define the commutators of the elements belonging to 
i + I) and g( - I) spaces as follows: 

[Ua,Ub ] = SabEg(O), 

[Ua,Ub ] = K ab Eg(+2), 

- - - (-2) 
[Ua,Ub ] = KabEg , 

(2.4 ) 

[Sab'Ue ] = U(abc)Eg(+I). 

Then the remaining commutators of g can all be ex
pressed in terms of the ternary produce,s 

[SOb'Ue ] = - U(bael' 

[Kab'Ue ] = - U(beo) + U(aeb) ' 

[Kab'Ue ] = U(bea) - U(aeb) ' 

[Sab,Sed] = S(abe)d - Se(bod) = - S(eda)b + Sa(deb) ' 

[Sob,Ked ] = K(abe)d + Ke(abd) ' 

[Sab,Ked ] = - K(bae)d - Ke(bad) ' 

[Kab,Ked] = S(aeb)d - S(bea)d - S(adb)e + S(bda)e' (2.5) 

The Jacobi identities in g are all satisfied if the ternary alge
bra satisfies the identities7

•
8 
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and 

(ab(cdx») - (cd(abx») - (a(dcb)x) + (cda)bx) = ° 
(2.6a) 

{(ax(cbd») - (cbd)xa) + (ab(cxd») + (c(bax)d)} 

- {c+--+d} = 0. (2.6b) 

This construction of all simple Lie algebras from ternary 
algebras satisfying the identities (2.6a) and (2.6b) was gen
eralized to a unified construction of simple Lie algebras and 
Lie superalgebras in Refs. 8 and 9. The ternary superalge
bras underlying the Lie superalgebras satisfy the graded 
forms of the identities (2.6a) and (2.6b).8.9 

A large class of ternary (super) algebras V can be de
fined in terms of some underlying binary (super) algebras A 
with a binary product. An important subclass of such alge
bras have the ternary produce·8 

(abc) = a' (b'c) + c· (b'a) - b· (a'c), (2.7) 

where' and - denote the product and the conjugation oper
ation in the underlying binary algebra. Every associative al
gebra with the ternary product (2.7) defines a ternary alge
bra satisfying the identities (2.6a) and (2.6b)Y 

If the ternary product satisfies the symmetry condition 

(abc) = (cba), (2.8) 

then the left-hand side of the identity (2.6b) vanishes identi
cally and the condition (2.8) together with (2.6a) define a 
Jordan triple system. 10 In this case, the g( + 2) and t -2) spaces 
of g vanish and one has a three-graded (Jordan) structure: 

(2.9) 

For Jordan triple systems the above construction reduces to 
the well-known Tits-Koecher-Kantor construction of Lie 
algebras from Jordan triple systems. 11-13 With the exception 
ofG2, F4 , and Eg, all simple Lie algebras can be constructed 
from some underlying Jordan triple system. The Jordan al
gebras with the symmetric Jordan product 0 define a Jordan 
triple system under the triple product 

(2.10) 

A Jordan triple system corresponds to a Jordan pair with 
involution. A Jordan pair is defined as a pair of spaces 
( V +, V _ ) that act on each other like a Jordan triple system. 
There is a one-to-one correspondence between three-graded 
Lie algebras g = t - I) Ell g(O) Ell g( + I) and Jordan pairs 
( V +, V _ ). This correspondence can be seen from the fact 
that both the g( +) and g( - I) spaces can be mapped onto some 
Jordan triple systems. For a detailed study of the Jordan 
pairs and their connection to Jordan triple systems and Jor
dan algebras, we refer to the book by Loos 14 and the review 
article by McCrimmon. 15 Jordan triple systems and Jordan 
pairs have also appeared in the physics literature. 16 

The construction of Lie algebras from Jordan triple sys
tems was generalized to construction of Lie superalgebras 
from super Jordan triple systems in Refs. 8 and 9. For a 
complete list of Lie superalgebras that can be constructed 
from simple Jordan superalgebras we refer to Ref. 9. 
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III. VERTEX OPERATOR CONSTRUCTION OF TERNARY 
ALGEBRAS AND THEIR AFFINIZATIONS 

In the previous section we summarized briefly the gen
eral construction of Lie algebras and Lie superalgebras from 
ternary algebras. In this section we shall give a vertex opera
tor construction of these ternary algebras. Furthermore, we 
shall define their natural "affine extensions" and construct 
them using vertex operators. Our starting point is the vertex 
operator construction of affine Kac-Moody algebras2.5.6 and 
of the affine super Kac-Moody algebras. I? The method is of 
full generality in that it can be applied to simply as well as 
nonsimply laced algebras and is independent of the level of 
the representation. To keep the discussion simple and con
crete we shall, however, first summarize the Frenkel-Kac 
construction of simply laced algebras following Ref. 6. 

Consider a simply laced Lie algebra of rank I, i.e., AI' DI, 
or EI with a root lattice A and a weight lattice W. Normalize 

the roots a i (i = 1, ... ,1) such that they have length {i 

a'a=aia j aij=2, (3.1) 

where aij is the Cartan matrix of the algebra. Construct a 
Fock space using a set of I Fubini-Veneziano fields Xi(Z) 
(i = 1, ... ,/) over each of the normalized vacuum states Ip) 
labeled by the elements p of the weight lattice W. The Fu
bini-Veneziano field Xi(Z) is defined as 

Xi(Z) =qi-ljilnz-i'I X!..n zn, 
n#O n 

(3.2) 

and the loperatorsh i(Z) = i(J IJz)Xi(z) representtheHei
senberg (affine Cartan) subalgebra. The Vertex operators 
U(a,z) are defined by the fields Xi(z), 

U(a,z) = :eia'X(Z): , (3.3 ) 

and realize the current algebra modulo the cocycle factors. 
In terms of the moments of U(a,z) and h i(Z) defined by 

U" (a) = ¢ dz. znU(a,z), nEZ, 
2m 

h i = ,f. ~ znh i(Z) 
n :r 21Ti ' 

we have 

Um (a) Un (/3) - ( - 1)a'PUn (/3) Um (a) 

{

a, for a·/J';;.O, 

= Um + n(a+/3), for a'/3= -1, 

a' h m +" + m8 m + n,O' for a = - /3. 

(3.4 ) 

(3.5) 

To turn the above commutation and anticommutation 
relations into commutators only one multiplies the vertex 
operator with the appropriate cocycle factor Ea 

V(a,z) = U(a,z)Ea. (3.6) 

Then the moments Vn (a) and hn i close under commu
tation and give a level! realization of the simply laced affine 
Kac-Moody algebra over the Hilbert space 

J¥' = Fock (X i) ® W, (3.7) 

where Fock (X i) represents the Fock space generated by the 
I Fubini-Veneziano boson fields Xi(Z) over the vacua la-
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beled by pEW. The products of cocycle factors Ea are such 
that 

EaE(3 = €(a,{3) Ea+(3' (3.8) 

where €( a,{3) are the cocycles of the corresponding Lie alge
bra.2 

Consider now a five-graded (Kantor) decomposition of 
a simple affine Kac-Moody algebra g induced by the Kantor 
decomposition of the finite-dimensional Lie algebra g 

(3.9) 

where each of the subspacesg(+ I), etc., is now infinite dimen
sional due to the standard infinite gradation of g. From here 
on we shall denote the root vectors associated with the space 
g(+ I) as a,{3, etc., 

V~ + 1)(a)€g(+I), 

where 

dz 
V~+I)(a)=g;-2 .zltV(a,z), nEZ. 

1T1 
(3.10) 

Now by commutation of the elements V~ + 1) (a)E§"(+ II we 
generate the elements of the spaces g(+2) 

[V;,,+ l)(a),V~ + 1)({3)] 

= {
€(a,{3) V~ ~2~ (a + {3), for a'{3 = - 1, 

0, for a·{3>O. 
(3.11 ) 

The elements of the space g( - I) are obtained from those 
I 

of the g(+ I) space by replacing the root vectors a,{3, ... , by 
- a, - {3, ... , respectively, 

V~ -1)( - a) = g; ~zltV( - a,z)E§"<-I). 
21Ti 

(3.12 ) 

By commutation of V~ -1)( - a) we generate the ele
ments of the space g( - 2) 

[V~-I)( -a),V~-I)( -{3)] 

={€(-a,-{3)v~-:/~(-a-{3), for a'{3= -1, 

0, for a·{3>O. 
(3.13 ) 

To obtain the elements of the space glO) we need the commu
tators of the elements of the spaces g(+ I) and g(-I) 

[V~+ l)(a),V~ -1)( - {3)] 

{

O, for a'{3 = - 1, 

= €(a, - {3) V~~ It (a - {3), for a'{3 = + 1, 

a'hm+ 1t + mt>m+It.O' for a ={3. (3.14) 

The central charge and Cartan subalgebra generators belong 
to the space gO). Note that the root vectors (a + {3) that 
label the spaceg(+2) all have length squared 2 since for every 
Vm (+2)(a + {3) we have (a + {3)' (a + {3) = a'a + {3'{3 
+ 2a'{3 = 2, using the fact that a'{3 = - 1. Therefore we 

have 

{

O' for (a+{3)'(y+t» = -1, 

[V~+2)(a +{3),V~ -2)( - y- t»] = €(a +{3, - Y - t» V~~1t (a +{3- y- t», for (a +{3) '(y+ t» = + 1, 

(a+{3)'hm+ 1t +mt>m+n,O' for a+{3=y+t>. (3.15) 

Denoting the elements V ~ + I) (a) as J m (a) and the ele
ments V ~ - I) ( - a) as Jm ( - a), we define a ternary prod
uct (J m (a), J

It 
({3), Jp (y») over the space g+ I as 

(J m (a).Jn ({3),Jp (y» == [ [J m (a) ,JIl ( - {3) ] ,Jp (y) ]. 
(3.16 ) 

Under this product the subspace g(+ I) of g becomes an "af
fine" ternary algebra !T satisfying the graded extension of 
the identities (2.6a) and (2.6b): 

(J m (a),Jn ({3)(Jp (y).Jq (t»,Jr (€»)) 

- (Jp (y).Jq(t»,(Jm (a),JIt ({3),Jr (€»)) 
~ .- ./ 

= (J m (a) ,(Jq (t»,Jp (y),Jn (/3»),Jr (€» 

- «(Jp (y).Jq (t»,Jm (a»).Jn ({3),Jr (€», (3.17a) 

{( J m (a).Jr (€),(Jp (y).Jn ({3),Jq (t») 

- «(Jp (y),Jn ({3) ,Jq (t» ).Jr (€),J m (a» 

+ (J m (a),JIt ({3),(Jp (y),Jr (€),Jq (t») 
~ ./ 

+ (Jp (y),(Jn ({3),Jm (i:x),Jr(€»),Jq (M)} 
- {Jp(y)_Jq(t»} =0. (3.17b) 

These two identities follow directly from the Jacobi identi-
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I 
ties of g. The important fact to stress here is that the cocycle 
factors of g induce the right cocycle factors in !T so as to 
satisfy the above identities and lead to the definition of a 
natural affine extension of the ternary algebra that underlies 
the finite-dimensional Lie algebra g. A given Lie algebra g 
may have inequivalent Kantor (five-graded) decomposi
tions corresponding to inequivalent underlying ternary alge
bras. Thus through the above construction one may obtain 
different affine ternary algebras starting from the same affine 
Kac-Moody algebra. 

So far our discussion was centered around the simply 
laced affine Kac-Moody algebras and their realization using 
bosonic vertex operators. However, it must be clear from the 
above analysis that we can start from a general vertex opera
tor ( bosonic and/or fermionic) realization of any affine 
Kac-Moody algebra g (not necessarily simply laced) and 
construct the underlying affine ternary algebra using our 
methods. One may also choose different level representa
tions of g to construct !T. Different realizations of g lead to 
different realizations of !T, in general. 

This construction extends to superalgebras in a straight
forward manner. Starting from a vertex operator realization 
of an affine super Kac-Moody algebra with a Kantor struc-
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ture, one can construct the underlying affine superternary 
algebra just as explained above. The construction of finite
dimensional Lie superalgebras from superternary algebras 
was given in Refs. 8 and 9. 

If the Lie algebra g has a Jordan structure (three-grad
ing) with respect to its subalgebra g(O), then the ternary alge
bra §- constructed by our method is an affine Jordan triple 
system (JTS) , 

(3.18 ) 

The triple product defined by (3: 16) then becomes the Jor
dan triple product, 

(J m (a).Jn ({3),Jp (r)) = {J m (a),In (f3),Jp (r)}, 

and satisfies symmetry property 

{J m (a) ,In (f3),Jp (r)} = {Jp (r).Jn ({3),J m (a)} 

and the identity (3.17a). Similarly, if g is an affine sup~ 
Kac-Moody algebra, the corresponding ternary algebra Y 
will be a super Jordan triple system satisfying (super) grad
ed versions of the identities (3.17a) and (3.18) .8,9 

IV. VERTEX OPERATOR CONSTRUCTION OF 
NONASSOCIATIVE ALGEBRAS AND THEIR 
AFFINIZATIONS 

In many cases the ternary algebra Y associated with a 
Lie algebra g can be defined in terms of an underlying (bina
ry) algebra .sf'. In such cases, the method explained in the 
previous section can be used to define and construct the af
fine extension ~ of the underlying algebra .sf', which is, in 
general, nonassociative. (Note the distinction between the 
terms not associative and nonassociative algebras. The latter 
includes both the not associative and the associative alge
bras.) To achieve this one simply chooses a fixed element 
Jo(e) of the subspace g(+ I) and defines the binary product * 
of any two elements J m (a) and I n ([3) as 

J m (a)*Jn({3) = (Jm (a),Io(e),Jn({3). (4.1) 

Then the elements of g( + I) under the * product generate the 
affine extension of the underlying binary algebra .sf'. Differ
ent choices of the fixed element Jo(e) lead to different "iso
topes" of the algebra ~. For example, a large class of] ordan 
triple systems are defined by Jordan algebras J under the 
Jordan triple product { , , } defined in terms of the Jordan 
product ° as 

{a,b,c} = ao(boe) + eo(aob) - bo(aoe). (4.2) 

If one chooses b to be the identity element I of J, then the 
triple product {a,I,e} is simply equal to the Jordan product 
aCe. By defining the symmetric product between any two 
elements a and e as {ape}, where p is a fixed element, one 
generates an isotope of the Jordan algebra J. 18 To give a 
vertex operator construction of the affine Jordan algebra J, 
we start from the vertex operator construction of the corre
sponding affine Lie algebra g and define the Jordan product 
of the elements of the g( + I) subspace of g as 

J m (a)oJn ([3) ={Jm (a).Jo(e),Jn ([3)}, (4.3) 

where Jo(e) is again a fixed element of g(+ I). Different 
choices of this fixed element lead to different isotopes of the 

940 J. Math. Phys., Vol. 3D, No.4, April 1989 

affine Jordan algebra J. In Table I we give a complete list of 
simple affine Jordan algebras J and the corresponding affine 
Kac-Moody algebras g. This list follows directly from the 
list of simple Jordan algebras that can be obtained via the 
Tits-Koecher-Kantor construction. 19 

Similarly one can construct all the affine simple Jordan 
superalgebras by our method. In Table II we give the com
plete list of affine simple Jordan superalgebras J and the 
corresponding affine super Kac-Moody algebras. This list 
follows frim the super generalization of the Tits-Koecher 
construction8

•
9 and the classification of finite-dimensional 

simple Jordan superalgebras. 20 The complete construction 
of all finite-dimensional Lie superalgebras from Jordan su
peralgebras was given in Ref. 9. 

If the affine Kac-Moody algebra g has a Kantor struc
ture (five-grading) with respect to its maximal subalgebra 
g(O), then the product * of the underlying binary algebra is, in 
general, not symmetric. Consider, for example, the affine 
extensions of the Lie algebras g of the magic square.21 With 
the exception ofSO(3) they all have a Kantor decomposi
tion with respect to some subalgebra g(O). For a definite 
choice of g(O) the underlying binary algebras turn out to be 
the tensor products of the four division algebras R (reals), C 
(complex numbers), H (quaternions), and 0 (octonions) 
with each other. Thus starting from the affine Kac-Moody 
algebra g we obtain a vertex operator construction of the 
affine extensions of the tensor products of the division alge
bras. 

The ternary product defined by (3.16) in the Lie algebra 
gis 

(abc) = a(be) + c(ba) - b((ie), (4.4) 

where a,b,eEY. The binary product a*e is defined as 

a*e = (ape). (4.5) 

If we choose p to be the identity element then 

a*e = ae + ea - (ie, (4.6) 

where ae refers to the usual product of a and e in the division 
algebras or their tensor products. Different choices for plead 
to different isotopes. 

In Table III we list the affine Lie algebras g correspond
ing to the magic square and the corresponding affine alge
bras. 

TABLE I. The complete list of affine simple Jordan algebras I and the affine 
Lie algebras g from which they can be constructed: g has a Jordan structure 
with respect to g(O); J" (A) denotes the Jordan algebra generated by n X n 

Hermitian matrices over the division algebra A; ['(d) denotes the Jordan 
algebra of Dirac r matrices in d dimensions. Note that we use the same 
symbol for a (super) group and its Lie (super) algebra throughout the pa
per. The real and complex numbers are denoted as Rand Cwhile the quater
nions and octonions as Hand 0, respectively. 

Sp(2n) 
SU(2n) 
SO(4n) 
SO(d + 3) 

E7 

glO) 

U(n) 
SU(n) xSU(n) XU(l) 
U(2n) --- ........... SO(d + 1)xSO(2) 
EhXU(l) 

I,,(R) 
I,,(C) 
I,,(H) 
r(d) 
1,(0) 
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TABLE II. The complete list of affine simple Jordan superalgebras J and 
the affine Lie superalgebras g from which they can be constructed. Again g 
has a Jordan structure with respect to its subalgebra gO). Our labeling ofthe 
Jordan superalgebras follows that of Kac (Ref. 20). 

SU(2m!2n) 
OSp(4n!2m) 
OSp(m + 2!2n) 
P(2n -I) 
Q(2n -I) 

D(2!I;a) 
F(4) 
SU(2/2) 

SU(mln) XSU(mln) XU( I) 
SU(m/2n) XU( I) 
QSp(m!2n) XU( I) 
SU(nln) 
Q(n-l)xQ(n-I)XQ(1) 
---. ~ 

SU(2/1) xU(I) 
OSp(2!4)XU(1) 
SU(2/1) 

4'(m,n) 
!}C'(m,2n) 
Q'(m,2n) 
!:'(n,n) 
Q'(n,n) 

The Kantor construction of the Lie algebras of the mag
ic square extends to the construction of other classical Lie 
algebras from ternary algebras defined over the higher ten
sor product spaces of associative division algebras.s Thus 
starting from the vertex operator construction of the corre
sponding affine Kac-Moody algebras one can realize the af
fine extensions of the higher tensor products of associative 
division algebras. For example, the affine Lie algebra 
SO (3 X 2n) has a Kantor decomposition with respect to its 
subalgebraSO(2n) XSU(2n) XU( 1) forevenn and through 
our construction gives the affine extension Y = H n of the 
tensor product of n copies of the quaternion algebra 
H(Hn=H ® .•. ®H). Similarly for odd n, the affine Lie al
gebra Sp(JX2n) has a Kantor decomposition with respect 
to its subalgebra Sp(2n) XSU(2n) XU( 1) and leads to a ver
tex operator construction of Y = H n for odd n. 

The unified construction of Lie algebras and Lie super
algebras given in Ref. 8 associates with a given Lie algebra, a 
corresponding Lie superalgebra in general. The only excep
tions occur for the exceptional Lie algebras E6, E7, and Eg, 

which have no superanalogs. The Lie superalgebras of the 
"super magic square" were constructed from ternary alge
bras defined over the tensor product space of division alge
bras with Grassmann coefficients. g Thus the vertex operator 
construction of the affine super Kac-Moody algebras of the 
super magic square can be used to realize the affine extension 

TABLE III. The affine Lie algebras g of the magic square and the subalge
bras g((ll with respect to which they have a Kantor structure. The last col
umn lists the affine algebras that they give through our construction. 

SO (3) 
SU(3) 
~p(6) 
f4 ...... 
SU(3) XSU(3) 
SU(6) 
E6 
SO(12) 
E7 
EK 

U(1) 
U(I)XU(1) 
SO(4) XU(1) 
SO(7) XU(1) 
U( I) XU( I) XU( I) XU(1) 
~0(4) X~U(2) >s..U(I)XU(I) 
SOtS) xU(1) xU(1) 
SO(6) XSO(4) XU(1) 
SOt 10) XSU(2) XU( I) 
S0(14)XU(1) 
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of the corresponding tensor products of division algebras 
with Grassmann coefficients. 

So far we have concentrated on the vertex operator con
struction of the affine extensions of binary algebras that un
derlie ternary algebras. An important class of ternary alge
bras that has no underlying binary algebras are the 
Freudenthal triple systems22 which through the construc
tion outlined in Sec. II lead to the exceptional Lie algebras 
F4 , E6 , E7, and Es. The elements of the Freudenthal triple 
system can be represented by 2 X 2 formal "matrices" 

( a 1 J 1 ), ( 4. 7) 
J2 a 2 

where a l,a2ER and J1 and J2 are elements of a simple Jordan 
algebra of degree 3, i.e., J3 (R), J3 (C), J3 (H), and J3 (O). 
Under a suitable triple product these matrices close and 
form a ternary algebra satisfying conditions (2.6a) and 
(2.6b). Thus starting from a vertex operator representation 
ofF 4' E6 , E7, and Eg we can construct the affine extensions of 
the corresponding Freudenthal triple systems. 

V. GENERALIZATIONS AND DISCUSSION 

Above we have given the constructions of affine ternary 
algebras and the corresponding binary algebras whenever 
they exist. Our starting point was the vertex operator realiza
tion of an affine Kac-Moody algebra g (or superalgebra) 
which had either a Jordan or a Kantor decomposition with 
respect to the subalgebragJO). From the known classifications 
of Lie algebrasgwith a Jordan 10 or a Kantor structure7

•
S we 

can immediately give a complete list of all the affine ternary 
algebras or binary algebras that can be constructed by our 
method. In Sec. IV, we listed some important classes of these 
algebras. Using the methods and results of Ref. 8, one can 
similarly give a complete list of affine superternary algebras 
or affine super binary algebras that can be constructed from 
affine super Kac-Moody algebras with a Kantor or a Jordan 
decom position. 

One can easily generalize our construction to those 
cases when g has a higher grading with respect to its subalge
bra glo) of maximal rank: 

g = g( - k) Gl g( - k + I) Gl ••• Gl glO) Gl ••• Gl g( k - I) Gl g( k) , 

where k is some positive integer determined by g and gO. To 
our knowledge, a complete classification of such higher 
gradings of semisimple Lie algebras has not appeared in 
literature. The most extensive study of such higher gradings 
was given by Kantor.7 These higher-dimensional gradings 
will give rise to the vertex operator construction of different 
affine ternary or binary algebras. The work of Kantor im
plies that a rank I Lie algebra has I inequivalent graded de
compositions. Therefore a given Lie algebra or superalgebra 
g of rank I can be constructed from I different ternary alge
bras. Conversely, through the generalizatipn of the con
struction given in this paper, one can construct I inequiva
lent affine ternary (super) algebras starting from a vertex 
operator realization of an affine (super) Kac-Moodyalge
bra defined by a Lie (super) algebra of rank I. 

Recently Goddard et al. 23 have established a connection 
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between certain fermionic vertex operators and the division 
algebras. We believe that a precise relation between their 
results and our construction of the division algebras and 
their tensor products given in Sec. III can be established by 
starting from the fermionic construction of the affine Kac
Moody algebras of the magic square. For example, for the 
affine E.8 this corresponds to the fermionic realization that 
was given for the heterotic string. 24 T~osonic vertex oper
ator whose moments give the affine 1) ® o-can be written as a 
product of fermionic vertex op'erators corresponding to a 
single octonion field O. For F4 the corresponding con
struction gives directly the affine O. However, we should 
stress that our framework is very general, in that an algebraic 
structure underlying a Lie algebra g or its affine extension g 
can be constructed starting from any realization of g. Fur
thermore, if g is of rank I then our construction leads to I 
inequivalent underlying algebraic structures or their affine 
extensions. A detailed construction of some of the algebraic 
structures relevant to string theory will be the subject ofsep
arate studies. 

'S. Fubini and G . Veneziano, N uovo Cimento A 64, 811 (1969). 
21. Frenkel and V. G. Kac, Invent. Math. 62, 23 (1980). 
'The first constructions of Kac-Moody algebras using vertex operators ap
peared in K. Bardakci and M. Halpern, Phys. Rev. 03,2493 (1971). The 
construction of the affine algebra A I'II was given in J. Lepowski and R. L. 
Wilson, Commun. Math. Phys. 62, 43 (1978). 

4G. Segal, Commun. Math. Phys. 80, 301 (1981). 
'P. Goddard, W. Nahm, O. Olive, and A. Schwimmer, Commun. Math. 
Phys.l07, 179 (1986). 

°0. Bernard andJ. Thierry-Mieg, Commun. Math. Phys. 111,181 (1987). 

942 J. Math. Phys., Vol. 30, No.4, April 1989 

71. L. Kantor, Sov. Math. Ook!. 14,254 (1973); Trudy Sem. Vektor. Ten
zor Anal. 16,407 (1972). 

"I. Bars and M. Giinaydin, J. Math. Phys. 20, 1977 (1979). 
9M. Giinaydin, Ann. Israel Phys. Soc. 3, 279 (1980). 
"'For a complete list of references on Jordan triple systems, see N. Jacobson, 

Structure and Representations of Jordan Algebras (Am. Math. Soc., Pro
vidence, RI, 1968), Publ. XXXIX, and the articles by E. Neher, Manu
scripta Math. 31, 197 (1980) and J. Reine, Angew. Math. 322, 145 
(1981 ). 

"J. Tits, Nederl. Akad. Wetensch. Proc. Ser. A 65,530 (1962). 
12M. Koecher, Am. J. Math. 89, 787 (1967). 
"I. L. Kantor, Ookl. Akad. Nauk. SSSR 158,1271 (1964). 
140. Loos, Jordan Pairs, Lecture Notes in Mathematics, Vol. 460 (Springer, 

New York, 1975). 
15K. McCrimmon, Bull. Am. Math. Soc. 84, 612 (1978). 
'0F. Giirsey, invited paper at the Conference on Non-associative Algebras, 

Univ. of Virginia, Charlottesville, VA 1977 (unpublished); M. Giinaydin, 
invited paper at the second Johns Hopkins Workshop, Baltimore, 1978, 
edited by G. Oomokos and S. Kovesi-Oomokos; M. Giinaydin, Ref. 9; L. 
C. Biedenharn and L. P. Horwitz, in Differential Geometric Methods in 
Physics, Springer Lectures, Vol. 139, edited by O. H. Ooebner (Springer, 
New York, 198\); M. Giinaydin, G. Sierra, and P. K. Townsend, Phys. 
Lett. B 133, 72 (1983); Nucl. Phys. B 242, 244 (1984); P. Truini, G. 
Olivieri, and L. C. Biedenharn, Lett. Math. Phys. 9, 255 (1985). 

17p. Goddard, O. Olive, and G. Waterson, Commun. Math. Phys. 112, 591 
(1987). 

'"See, for example, the first citation in Ref. 10. 
'"See, for example, K. Meyberg, Math. Z. US, 58 (1970). 
20V. G. Kac, Commun. Algebra 5,1375 (1977). 
21H. Freudenthal, Proc. Koninkl. Ned. Akad. Wetenschap A 62, 447 

(1959); B. A. Rozenfeld, Ook!. Adak. Nauk SSSR 106, 600 (1956); J. 
Tits, Mem. Acad. R. Be1g. Sci. 29, 3 (1955). 

22H. Freudenthal, Proc. Koninkl. Ned. Akad. Wetenschap A 57, 363 
(1954); K. Meyberg, ibid. 71,162 (1968); J. Faulkner, Mem. Am. Math. 
Soc. 10,185 (1977). 

2.'p. Goddard, W. Nahm, O. I. Olive, H. Ruegg, and A. Schwimmer, Com
mun. Math. Phys. 112, 385 (1987). 

240. Gross, J. Harvey, E. Martinec, and R. Rohm, Nucl. Phys. B 256,253 
(1985). 

M. Gonaydin 942 



                                                                                                                                    

On the symmetric representations of SU(5). Matrix elements of the 
generators in the SO(3) basis 
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By making use ofthe results ofa previous paper [J. Math. Phys. 29, 1958 (1988)], in which 
the matrix elements of the SU (5) generators were found in closed form for symmetric 
representations and in an SO ( 4) labeled state basis, it is shown how the matrix elements of the 
generators can also be derived in the physical SO (3) state basis. The main step consists in 
studying the action of the SU (5) generators upon a particular subset of so-called intrinsic 
SU (2) X SU (2) states out of which the physical SO (3) states are projected by means of the 
Hill-Wheeler technique. 

I. INTRODUCTION 

The original version of the interacting boson model l
•
2 

for describing even-even nuclei exhibits three dynamical 
symmetries, corresponding to three limits of collective mo
tion, i.e., the limits SU(3), SO(6), and SU(5). Recently, 
there has been some interest in the construction of cubic 
interaction terms in the Hamiltonian and also of terms of 
higher degree in the SU (6) group generators,3,4 which pre
serve one of the possible dynamical symmetries. As far as the 
SU (5) limit is concerned, it is therefore necessary to have at 
ones disposal closed form expressions of the matrix elements 
of the SU (5) generators in the symmetric representations of 
SU (5). Furthermore, from a physical point of view, it is 
required to label the representation states by the angular 
momentum labels I and m, hence to establish a physical basis 
consisting of SO (3) states, where SO (3) is the principal sub
group ofSU(5). 

In the previous paper5 (hereafter to be referred to as I), 
we have obtained the matrix elements of the SU (5) genera
tors expressed in a basis ofSO(4) ::::;SU(2) XSU(2) states. 
In fact, according to the reduction chain SU (5) 
::> SO (5) ::> SO ( 4) the symmetric irreducible representa
tions (irreps) of SU (5) decompose without degeneracy into 
SOC 4) irreps, whereby one extra label is provided by the 
intermediate SO (5) group. In I we have also established the 
explicit relationships between the generators ofSU (5) either 
realized as SU (2) X SU (2) bitensors or as SO ( 3) tensors. 
The main problem, however, remains in relating an SO(3) 
state basis with the SU(2) XSU(2) state basis, whereby it 
should be noticed that the principal SO (3) subgroup of 
SU (5) is indeed a subgroup of SO (5) but not of 

SU (2) X SU (2). The same problem has been encountered in 
our recent study of the SO (6) limit of the interacting boson 
model4 and the way of solution may be drawn back to the 
work of Kemmer, Pursey, and Williams6,7 concerning the 
irreducible representations of the rotation group SO (5). 
Hence we shall apply again the so-called Hill-Wheeler tech
nique that consists in defining a restricted subset of 
SU(2) X SU(2) states, called intrinsic states, out of which is 
projected the complete set of physical SO(3) states by inte
grations over the physical SO(3) group manifold. With this 
technique there remains the problem of expanding every 
state that one obtains by letting an SU (5) generator act upon 
an intrinsic SU (2) X SU (2) state, in terms of intrinsic states 
and of states obtained by letting operator products of SO (3 ) 
generators [more precisely elements of the SO (3) envelop
ing algebra] upon intrinsic states. This task is carried out in 
Sec. III. In Sec. IV we present all the formulas that permit us 
to establish the matrix elements of the SU (5) generators in 
the SO ( 3) basis. 

II. SUeS) IN THE SO(3) BASIS 

In I it has been shown that the symmetric SU (5) irredu
cible representations (irreps) [n,O,O,O] decompose into 
symmetric irreps of SO (5) according to the rule 

SU(5) .... SO(5):[n,0,0,0] .... L [r,O], 

with r = n,n - 2, ... ,1 or 0. (2.1) 

Furthermore, we have taken advantage of the fact that these 
SO(5) irreps themselves decompose without degeneracies 
into SU(2) XSU(2) irreps, i.e., 

SO(5) .... SU(2)XSU(2): [r,O] .... L (s,t) with s=t=r/2,r/2-!,rl2-1, ... ,0, (2.2) 
s= t 

in order to calculate all the matrix elements ofthe generators of SU (5) in the orthonormal SU (2) X SU (2) state basis 

In,r,s,ms,s,m, ),(ms,m, = - s, - s + 1, ... ,s). (2.3 ) 

In this paper weare concerned with the reduction of the SO(5) irreps [r,O] into irreps of the physical SO(3) algebra, which is 
the principal SO (3) subalgebra of SO (5). This reduction is not without degeneracies, and more precisely one extra label is 
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required to distinguish between the 80(3) states. As an extra label, v say, we choose the one that is usually considered in the 
interacting boson model l

•
2 and which is obtained in a way closely analogous to that of Elliott's 8U(3) model,s i.e., 

80(5)-80(3): [7',0]- L (I,m,v) 
I,m.v 

with v = 0,1,2, ... , [7'!3] 
1= 2(7'- 3v),2(7'- 3v) - 2,2(7'- 3v) - 3, ... ,7'- 3v+ 1,7'- 3v, (2.4 ) 

m = - I, - 1+ 1, ... , + I. 
In fact, the label v can be related to the angular momentum projection of 8U (2) X 8U (2) intrinsic states, introduced further 
on. As a consequence of the branching rule (2.4), in any 8U (5) symmetric irrep [n,O,O,O] the 80 (3) states that constitute a 
physical basis are labeled as 

In,7',v,l,m), (2.5 ) 

where one has to take into account the restrictions imposed by (2.1) and (2.4). Clearly, the basis spanned by the states (2.5) is 
orthogonal except for the label v. Explicitly, 

(n7"v'I'm'lnTVlm) = tJ"TtJl'ltJm·mA [(v',v). (2.6) 

8everal equivalent formulas are available for the calculation of the overlap integrals A i( v',v). For the sake of self-contain ed
ness we mention the following expression taken from Ref. 7: 

A i( v',v) = 2" - V[ (21 + 1 )(3v' - 3v)!] -I [( 7' - v)!( 7' - v') !v!v'! (I + 3v' - 7')!(I + 7' - 3v)!] 1/2 

X [(I + 7' - 3v')!(1 + 3v - 7')!] -1/2 L ( - 4)V+ a -P(3v' - 3p + a)!(27' - 2v - 2v' + 2P>! 
a.p 

X [ ( 7' - V - V' + P - a)! (v' - P>!( v - P> !a!p! (27' + v' - 2v + a - P + I)!] - I 

X 3F2 (7' - 3v -1,7' + I, - 3v + 1,3v' - 3P + a + 1;3v' - 3v + 1,27' + v' - 2v - P + a + 2;1). (2.7) 

Herein 3F2 is a generalized hypergeometric function that in 
the present case necessarily reduces to a polynomial. 

It is our aim to calculate the matrix elements of the 
8U(5) generators between the physical states (2.5). Let us 
recall that with respect to 80( 3) the adjoint irrep r 1001] of 
8U (5) decomposes into the 80 (3) irreps 
(1) + (2) + (3) + (4), proving that the 8U(5) algebra 
can be realized in terms of80(3) tensors G ~ (k = 1,2,3,4, 
f-l = - k, - k + 1, ... , + k). These tensors satisfy the com
mutation relations (I 2.1). The standard commutation rela
tions amongst the 80( 3) subalgebra generators 10'/ ± I are 
retrieved by making the identification I p. = -Jf6G ~. In I we 
have introduced a realization of the 8U(5) algebra in terms 
of 8U(2) X 8U(2) bitensors s(\·O) t (1.0) Z (0,0) T( 1/2.1/2) 

Jl'v'OO'a/3 ' 
. U(\I2·1/2) and V(\·I) (II. v = - 10 + 1 a Q - - 1 + 1) 

a/3 ' JlV r' '" ,I-' - 2' 2' 
and all the matrix elements of these generators have been 
established in the 8U(2) X8U(2) state basis (2.3). Hence
forth, through the relationships (12.6), which for the pres
ent purposes are reformulated as 

944 

10 = 3so + to, 

1±1 =2t±1 +.J3T±1/2+112, 

G ~ = (1I-Jf6) ( - So + 3to), 

G
3
±1 = (11..j5)(.J3t±1 ± T±II2+I12)' 

G
3
±2 = ± (lI,fi)T±I12±I12' 

G3 
-±3-S ±1> 

G5 = (1I2Ji4)(5Zoo + 6Voo ), (2.8) 

G
2
± I = (1IJi4)( - U ± 1/2+ 1/2 + 2.J3Vo± I)' 

J. Math. Phys .• Vol. 30. No.4. April 1989 

G 2± 2 = (1I1t)(,fi U ± 1/2 ± 1/2 - .J3 V ± I + I ), 

G~ = (..j512Ji4)( - 3Zoo + 2Voo ), 

G~ I = (lIlt)(.J3U ± 112+ 1/2 + Vo ± I), 

G~ 2 = (1/Ji4)(.J3u ± 1/2 ± 112 + 2,fiV ± I + I), 

G~3=V±IO' 

G~4 = V±I±I' 

we also know the matrix elements of the tensor components 
G ~ in that same basis (2.3). Let us recall that {/p.,G t} con
stitutes the 80(5) subalgebra. The matrix elements of the 
80(5) generators in the 80(3) basis have been completely 
determined by Kemmer et al.6

•
7 Hence we may concentrate 

on the calculation of the matrix elements of the remaining 
tensors G 2 and G 4. 

It is well known from the work of Williams and Pursey7 
that the physical states can be projected out of the set of 
8U(2) X8U(2) intrinsic states x(n,7',v) defined by 

x(n,7',v) = In,7',s = 7'/2,m s 

= 7'/2 - v,t = 7'/2,m, = - 7'/2) 

with 

7'=n,n-2, ... ,1 or 0 and v=0,1,2, ... ,[7'!3]. (2.9) 

It follows from the first equality in (2.8) that 
loX(n,7',v) = (7' - 3v)x(n,7',v), showing that 7' - 3v is the 
m value of the intrinsic state X (n, 7', v). The restrictions im
posed by the Hill-Wheeler projection technique9 imply that, 
in order to calculate closed form expressions for the matrix 
elements of the SU(5) generators in the SO(3) basis, we 
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need to express the action of these generators upon intrinsic 
states (2.9), either in terms of pure intrinsic states again, or 
in terms of intrinsic states upon which one or more SO(3) 
generators IJl operate. In the next section this task will be 
carried out in some detail. 

III. THE ACTION OF SU(5} GENERATORS UPON 
INTRINSIC STATES 

The action of the SO(5) generators sJl,tJl,Ta(J upon in
trinsic states x(n,1',v) has been expressed previously in 
terms on intrinsic states. Let us, for further use, recall certain 
results 

(3.1) 

T_1/2 1I2X'(n,1',v) = (l/vIJ)C lx(n,1',v), (3.2) 

TI/2 1I2X'(n,1',v) 

= - [3(1'-v+ 1)/v]-1/2C1X(n,1',v-l). (3.3) 

Notice, that we have dropped the bitensor superscripts. 
As an example, we shall study in some detail the action 

of Zoo upon x(n,1',v). Since Zoo behaves as an 
SU (2) X SU (2) biscalar and on the other hand it is an 
SU (5) generator not in SO (5), it can change the l' value to 
1" = l' + 2, 1" = l' - 2 or 1" = 1', and one can immediately 
propose that 

ZooX(n,1',v) = Zooln,1',1'/2,1'/2 - v,1'/2, -1'/2) 

= a I n, 1', 1'12, 1'12, - v,1'12, - 1'/2) 

+ b In,1' + 2,1'12,1'/2 - v,1'/2, -1'/2) 
(3.4 ) 

whereby the coefficients a and b can be calculated by the 
application of the well-known relationship 

(n,1",s',m;,t ',m; IX~~ In,1',s,m s t,m,) 

, , , '( s' u s) = ( _ 1) s +, - m, - m, , 

- ms fl ms 

( 
t' v t) 

X _ m; v m, 

X (n,1",s',t'IIX Uv ll m ,1',s,t). (3.5 ) 

This formula is valid for any SU(2) X SU(2) bitensor com
ponent X ~~ whereas the last part on the right-hand side rep
resents an SU(2) xSU(2) reduced matrix element. It fol
lows that 

a = ( _ 1) T + V (1'/2 0 1'/2) 
- 1'12 + v 0 1'/2 - v 

(
1'12 0 1'12) 

X 1'/2 0 - 1'12 

X (n,1',1'12,1'121IZ Iln,1',1'/2,1'/2) 

= (1'+ 1)-I(n,1',1'/2,1'/21IZlln,1',1'/2,1'/2). 

Here we have made use of well-known closed form expres
sions for the occurring 3j symbols. The reduced matrix ele
ment of Z has been found in (I 5.1). The calculation of the 
coefficient b is similar and we arrive at the intermediate re
suIt 
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ZooX(n,1',v) = [1'(2n + 5)/5(21' + 5) ]x(n,1',v) 

+ [2/(21' + 5)][ (n - 1')(n + l' + 5) 

X (1' + 2)/(21' + 7)] 1/21n,1' + 2,1'12,1'/2 

- v,1'/2, - 1'/2). (3.6) 

Next, we have to express the state on the right-hand side of 
(3.6) in terms ofintrinsic states. To that aim, we first consid
er 

T -1/2 1/2X'(n,1' + 2,v) 

= (lIv1J)C I x(n,1' + 2,v) 

= (1' + 2 - v) 1/21n,1' + 2,1'/2 + !,1'/2 

+! - v,1'/2 +~, -1'/2 - ~), (3.7) 

where the first equality follows from (3.2), and the second 
equality is obtained in an analogous way as for the proof of 
(3.6), with the use, however, of the reduced T-matrix ele
ments as given in (I 2.14). Letting T -1/2 112 act once more 
upon each member of (3.7), we obtain in particular that 

T -1/2 1/21n,1' + 2,1'12 + ~,1'/2 + ~ - v,1'/2 +!, - 1'12 -!) 

= [(v+ 1)/(1'+ 2)] 1/2 In,1'+ 2,1'12 

+ 1,1'/2 - v,1'/2 + 1, -1'/2) 

+ [(1'+ 1- v)(21' + 5)/(1'+ 2)]1,2 

X In,1' + 2,1'/2,1'12 - v,1'/2, -1'/2), (3.8) 

where again use has been made of formula (3.5) and of the 
reduced matrix elements (12.14). 

Since [T_1/2 1/2,1-1] = - ,fiT-1/2_1/2' T-1I2-1/2 
clearly vanishes when acting upon any intrinsic state, and it 
also follows that 

= (l/vIJ)(/_1)2x(n,1' + 2,v). 
(3.9) 

Combining (3.7)-(3.9) we arrive at the result 

In,1' + 2,1'12 - V,1'/2, - 1'/2) 

=j[(1'+2)/('1'+ I-v)(1'+2-v)(21'+5)]1/2 

X (/_1)2x (n,1' + 2,v) 

- [(v+ 1)/(1'+ 1- v)(21' + 5)]112 

X In,1' + 2,1'12 + 1,1'/2 - v,1'/2 + 1, - 1'/2). 
(3.10) 

Finally, it is easily shown that 

t+ 1X(n,1' + 2,v + 1) = F+ Ix(n,1' + 2,v + 1) 

= - [( l' + 2)/2)] I12ln,1' + 2,1'12 

+ 1,1'/2 - v,1'/2 + 1, - 1'12). (3.11) 

Hence putting (3.6), (3.10), and (3.11) together, we obtain 
the expression that brings Zoox(n,1',v) into the appropriate 
form, namely 
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Zoox(n,7,v) = [7(2n + 5 )/5(27 + 5) ]x(n,7,v) + [2(7+ 2)/3(27 + 5)][ (n - 7)(n + 7 + 5)/( 7 + 1 - v) 

X ( 7 + 2 - v)( 27 + 5)( 27 + 7) ] I 12 (/ _ I ) 2X ( n, 7 + 2, V) + [11 ( 27 + 5) ] 

X [2(n - 7)(n + 7+ 5)(v+ 1)/(7+ 1- v) 

X (27 + 5)(27 + 7)] 1/2/+ Ix(n,7 + 2,v + 1). 

The calculation of the action of each of the tensor components U af3 and VI'V upon X (n, 7, v) proceeds in an analogous way, 
although sometimes many more intermediate steps are required. After lengthy calculations one arrives at the following 
results: 

UI/2 _1/2X(n,7,v) = - 2[~(7 + 1 - v)/3(7 + 2 - v)] 1/2LI x(n,7 + 2,v), (3.13) 

U_1/2 _1/2X(n,7,v) = -2[~(v+ 1)/3(7+ I-v)] 1/2L l x(n,7+2,v+ 1), (3.14) 

UI/2 1/2X(n,7,v) = [219(27 + 5)] [3v~/( 7 + 1 - v) (7 + 2 - v)( 7 + 3 - v)] 1/2(1_1)3x(n,7 + 2,v - 1) 

+ [(2n + 5)/(27 + 5)][ v/3( 7 + 1 - v)] I/zL I x(n,7,v - 1) 

+ [(27- 2v+ 5)/(27+ 5)] [2~/3(7+ 1- V)(7+ 2 - v)]I/2L I/+ I(n,7+ 2,v) 

+ 2[2~( 7 + 2 - v)/3( 7 + 1 - v)] I/
Zx(n,7 + 2,v), (3.15 ) 

U- 1/2 1/2X(n,7,v) 
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= - [2/9(27 + 5)][3~/(7 + 1 - v)( 7 + 2 - v)] I/Z(I_I )3x(n,7 + 2,v) - [(2n + 5)/(27 + 5)l[j] I/zL I x(n,7,v) 

+ [2I(27+5)][2~(v+ 1)/3(7+ I-v)] I12LJ+lx(n,7+2,v+ 1) 

+ 2[2~(v+ 1)/3(7+ 1- v)]1/2x (n,7+ 2,v+ 1), (3.16) 

VI _lx(n,7,v) = - [~( 7 + 1 - v)( 7 + 2 - v)] I/Zx (n,7 + 2,v), 

Vo _lx(n,7,v) = - [2~(v + 1)( 7 + 1 - v)] I/
Zx(n,7 + 2,v + 1), 

V_ I _ lx(n,7,v) = - [~(v+ l)(v+2)]1/2x (n,7+2,v+2), 

VI ox(n,7,v) = [(2n + 5)/(27 + 5)] [v( 7 + 1 - v)/2] 1/2x (n,7,v - 1) 

+ [113(27 + 5)] [2~v( 7 + 1 - v)/( 7 + 2 - v) (7 + 3 - v)] 1/2(L I )Zx(n,7 + 2,v - 1) 

+ [(27 + 5 - 2v)/(27 + 5) ][~v( 7 + 1 - v)/( 7 + 2 - v)] 112/+ Ix(n,7 + 2,v), 

Vo ox(n,7,v) = - [(2n + 5)(7 - 2v)/2(27 + 5) ]x(n,7,v) 

- [(7-2v)/3(27+5)][~/(7+ I-v)(7+2-v)]tlz(I_1)2x (n,7+2,v) 

+ [( 47 + 5 - 4v)/(27 + 5) ][~(v + 1)/2( 7 + 1 - v)] I/Z(I+ l)x(n,7 + 2,v + 1), 

V_I ox(n,7,v) = - [(2n + 5)/(27+ 5)][(v+ 1)(7- v)/2]I/Zx (n,7,v + 1) 

- [113(27+ 5)] [2~(v+ 1)/(7+ 1- v)] I/z(I_I)zx(n,7 + 2,v+ 1) 

+ [21(27 + 5) ][~(v + 1)( v + 2)] I/Z/+ Ix(n,7 + 2,v + 2), 

VI Ix(n,7,v) = - [119(27+ 3)(27+ 5)] 

X[~v(v-I)/(7+ I-v)(7+2-v)(7+3-v)(7+4-v)]tlz(I_1)4x (n,7+2,v-2) 

- [(2n + 5)/3(27 + 1)(27 + 5) ][v(v - 1 )/(7 + 1 - V)(7 + 2 - v)] I/z(I_1)2x (n,7,v - 2) 

- [(n-7+2)(n+7+3)v(v-l)/(27+ 1)(27+3)]l/zx (n,7-2,v-2) 

- [(2n + 5)(27+ 3 - 2v)/(27+ 1)(27+ 5)] [vI2(7+ 1- v)]I/Z!+lx(n,7,v-l) 

- [(27 + 3 - 2v)(27 + 5 - 2v)/2(27 + 3)(27 + 5)] 

X [~/( 7 + 1 - v)( 7 + 2 - v)] 1/2(1+ 1)2x (n,7 + 2,v) 

- [(27+5-2v)/3(27+3)(27+5)] 

X [2v~/(7+ 1- V)(7+ 2 - V)(7+ 3 - v)]I/Z/+I(I_I)zx(n,7+ 2,v-l) 

- [(12?+ 727-24v7+ 12V-80v+ 113)/6(27+3)(27+5)] 

X [2va/(7+ 1- V)(7+ 2 - V)(7+ 3 - v)] I12L lx(n,7+ 2,v-1), 
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(3.22) 
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Vo Ix(n,7,V) = [1/9(27+ 3)(27+ 5)] [2~vl(7+ 1 - V)(7+ 2 - V)(7 + 3 - V)] 1I2(1_1)4x (n,7 + 2,v- 1) 

+ [(2n + 5)/3(27+ 1)(27+ 5)][2vl(7+ 1- v)]1I2(1_1)2x (n,7,v-l) 

+ [2v(7-v)(n-7+2)(n+7+3)/(27+ 1)(27+3)]I12x (n,7-2,v-l) 

+ [(2n + 5)(27 + 1 - 4v)/2(27 + 1 )(27 + 5)] [/+lx(n,7,v)] 

- [2(27 + 3 - 2v)/(27 + 3)(27 + 5)] [~(v + 1)/2( 7 + 1 - V)] 1/2(1+ 1)2x (n,7 + 2,v + 1) 

+ [(27 + 3 - 4v)/3(27 + 3)(27 + 5) ][~/( 7 + 1 - V)( 7 + 2 - V)] 1121+ I (/_1)2x (n,7 + 2,v) 

+ [( 12r - 24v7 + 12v + 487 - 56v + 45)/3(27 + 3) (27 + 5)] 

x [~/( 7 + 1 - V)( 7 + 2 - V)] 1/2L 1X(n,7 + 2,v), (3.24 ) 

V_ I 1X(n,7,V) = [-1/9(21"+ 3)(27+ 5)] [~/(7+ 1- V)(7+ 2 - v)]1I2(1_1)4x (n,7+ 2,v) 

- [(2n + 5)/3(27+ 1)(27+ 5)] (I_1)2x (n,7,v) 

- [(n -1"+ 2)(n + 7+ 3)(7- 1- V)(7- v)/(27+ 1)(27+ 3)]1/2x (n,7- 2,v), 

+ [(2n + 5)/(27+ 1)(27+ 5)] [2(v+ 1)(7- v)] I12I+1X(n,7,v+ 1) 

- [2/(21" + 3 )(27 + 5)] [~( v + 1)( v + 2)] 1/2(1+1)2x (n,7 + 2,v + 2) 

+ [213(27+ 3)(27+ 5)][2~/(v+ 1)/(7+ 1- v)]1/2/+1(l_1)2x(n,7+ 2,v+ 1) 

+ [2(67+ 11-3v)/3(27+3)(27+5)][2~(v+ 1)/(7+ I-v)]1I2C1X(n,7+2,v+ 1),(3.25) 

where we have introduced the shorthand notation 

~ = (n - 7) (n + 7 + 5)/(27 + 5) (27 + 7). (3.26) 

IV. MATRIX ELEMENTS IN THE 50(3) BASIS 

We now have at our disposal all the intermediate results 
required for deriving matrix elements of the SU (5) genera
tors in the SO (3) state basis (2.5). The method used to per
form the remaining calculational steps is based upon the 
HiII-Wheeler projection technique9 and has been applied for 
similar purposes by Williams et al. 7 and by the present au
thors.4 Therefore, we only present here some essential for
mulas that enable us to carry out easily all the necessary 
calculations. The physical states (2.5) are projected out of 
the intrinsic states (2.9) by means of an invariant integral 
over the group manifold ofSO(3), i.e., 

In,7,v,l,m) = J D!:,K(O)Xn (n,7,v) dO (K = 7 - 3v), 

(4.1 ) 

whereby D ~,K (0) is a rotation matrix and Xn (n,7,v) the 
intrinsic state on which the rotation 0 is applied. It follows 
that the effect of any of the SO (3) tensor zero components 
G ~ upon a physical state can be brought into the form 

G ~ In,7,v,l,m) 

= L (Imkol/' m)(IKk/iI/' K+/i) 
1''/' 

J /'. k d X D m,K+1' (O)G I' (O)Xn (n,7,v) 0 

(K=7-3v). (4.2) 

Since we are actually interested in the cases k = 2 and k = 4 
for both situations separately, we substitute under the inte
gral symbol the expressions for G ~ obtained in (2.8). Then, 
by means of the formulas (3.12)-(3.26), the action of the 
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I 
SU(2) X SU(2) bitensors upon intrinsic states in the rotated 
frame is replaced by the action of SO (3) tensor components 
upon similar states. By doing this carefully, there remains 
the problem of the calculation of integrals of the type 

.Ya,b = J D~~K+I' (O)(l_I)a(l+I)bXn (n,7,v) dO, 

(4.3) 

whereby a and b can only take non-negative integer values. It 
can be shown that 

.Ya,b = [/'(1' + 1)](a+b)/2 

a-I 
XII (l'K+/i-b+a+ll 
a~O 

b-I 
XII (l'K+/i-{3-1111/'K 

f3~O 

+ /i - {3) In,7,v,l',m) (4.4) 

with the convention that a nonexistent product (a = 0 or 
b = 0) reduces to the unity. With the help of (4.4) all the 
integrations on the right-hand side of (4.2) can be done ex
plicitly and we arrive at an expression of the form 

G~ In,7,v,l,m) 

= L (1m kOI/" m)<I>(k,n;7,v,I;7",v",I") 
/H v"r " 

X In,7" ,v",l" ,m) (kE{2,4}), (4.5) 

where the coefficients <I> depend upon all the parameters 
indicated and are composed amongst others by a number of 
Clebsch-Gordan coefficients. The reduced matrix elements 
of the tensors G 2 and G 4 then immediately are found to be 
given by 
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(n,T',v',1 'IIG k IIn,T,v,l) 

= (2/' + 1)1/2 L <P(k,n;T,v,I;T',v",/')A r (v',v") 
v' 

(4.6) 

the overlap-integral A;' (v',v") being defined in (2.6) and 
(2.7). 

Clearly, it is of no use to give here the closed form ex
pressions of the <P coefficients since in practice their numeri
cal values corresponding to given parameter values can be 
very easily established by means of a computer program. 

Finally, it should be mentioned that other techniques 
exist to calculate reduced matrix elements of the type (4.6). 
Indeed, as it has been mentioned in I, this problem has been 
treated already by Chacon and Moshinsky.IO,11 It is, how
ever, not possible to compare algebraically their final results 
with ours. The present derivation has the advantage that it is 
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self-contained, easy to turn into a program, and without ref
erence to additional tables. 
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A variational formulation for nonbarotropic perfect fluid flow is presented. By introducing 
suitable field variables, Euler's equations of motion from the variational principles are 
obtained. The conservation laws of energy, impulse, and angular momenta follow from 
application of Noether's theorem. 

I. INTRODUCTION 

Variational descriptions of the dynamics of perfect in
compressible fluids seem to have been first introduced by 
Bateman, 1 followed by Lichtenstein,2 and Lamb. 3 Since 
then, several versions of the variational principle for perfect 
fluid flows based on Hamilton's principle have appeared in 
the literature-HeriveV Serrin,5 Eckart,6 Lin,? and Seliger 
and Whitham,8 to mention a few. However, few applications 
have been attempted to specific problems due to either the 
inherent limitations of a Lagrangian approach or the inde
terminacies and redundancies in the definition of potentials 
in an Eulerian approach. It has been pointed out by Mobbs9 

that the most general version is the one attributed to Serrln.5 

The present paper is an attempt to generalize the vari
ational principle for barotropic flow of Drobot and Ry
barski 10 to the case of nonbarotropic flow. 

II. HYDROMECHANICAL VARIATIONS 

We consider the Euclidean four-dimensional space X. A 
point x inX has coordinatesxa

, a = 0,1,2,3, wherexo is time 
t and xa, a = 1,2,3, are spacelike coordinates. The terms 
p(x) and sex) are four-dimensional vector fields with com
ponents pa and SX, a = 0,1,2,3. Here, pO is the density and 
pa, a = 1,2,3, are the impulses pOva (a = 1,2,3), va being 
the components of the velocity v. Again s(x) has the compo
nents SX, a = 0,1,2,3, where (so, s\ ~, ~) = (poS, pOVIS, 
pOv2S, pOv3S), where S is specific entropy. 

Let H denote the three-dimensional hypersurface in X 
and dHa denote the oriented element on H, 

(1) 

where Ca{3y8 is "Levi-Civita tensor" and dl", dl{3, dfY are 
three linearly independent vectors lying on H so that dHa is 
normal to the hypersurface H. The mass contained on H will 
be represented by the integral S H dHa pa, called the com
plete matter flow. In particular, when the hypersurface His 
the spacelike three-dimensional volume V, we have 
dHo = dV, dHI = dH2 = dH3 = ° and 

SHdHapa= IvPOdV, 

reduces to the usual mass. If H is closed and consists of V,,,, 
V" and the moving two-dimensional boundary S, of V, for 
to<t<tl, then 

+ i" dti pO·v·dS,. 
In S, 

(2) 

This is called the matter balance for the moving region. 
In general, the hypersurface may be open. In this case, the 
complete matter flow represents a generalization of the no
tion of the mass contained in H. If Vis any four-dimensional 
region contained in X and av is its boundary, by Gauss' 
theorem applied to ~ v dH a pa, we obtain 

aapa= apo +div(pOV), (3) 
at 

representing the density of the source of matter existing in V. 
We have similar results for s(x) as well. The action W will be 
assumed to have the form, 

W= Iv dVL(x,p (x),s(x»), (4) 

in which the Lagrangian L is any given function depending 
on x, p(x), and s(x) only. 

The usual Lagrangian is given by 

L = (1/2po)( pl)2 + (p2)2 + (p3)2) _ E( pO,SO) - Vex). 
(5) 

Let F be a function space of vector valued functions 
pa (x) and SX (x), a = 0,1,2,3, supposed to be regular in X. 
We consider the following infinitesimal transformations of X 
and F into themselves: 

xa = xa + 8xa(x), 

~r = pa + 8pa(x), 

sa =~ + 8~(x), 
where 

8xa(x) = eSa(x) + o(e), 

8pa(x) = e1T"(x) + o(e), 

8SX(x) = eOa(x) + o(e). 

(6) 

(7) 

In (7), S, 11", 0 are arbitrary functions belonging to the space 
F and e is a scalar parameter. The functions 8pa (x) and 
8SX (x) are called the local variations of the fields p and s, 
respectively. 

We define 
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a r dHapa=e[.!{ CdHapa(X)] , (8) 
JH de Jil e=O 

where li denotes the hypersurface obtained from Hby trans
formations (6), the total variation of the flow. Now, we have 
the identity 

a L dHa pa 

= L dHa [~pa - ap (pp~xa - pa~xP) + appp '~xa] . 

(9) 

Complete entropy flow is defined in the same way, by replac
ing pa by s" in (8), and we get an expression similar to (9). 
The functional 

~W = e [.!{ C dV L (X,P(X),S(X»)] , (10) 
de Jv e=O 

is called the local variation of the action W given by (4), and 

aw=e[.!{CdVL(X,P(X),S(X»)] , (11) 
de Jv e=O 

where Vis obtained from Vby the transformations (6) and is 
called the total variation of the action. Then we have, 

aW= r dV[aL ~pa+ aL ~s"+aa(L~Xa)]. (12) Jv apa asa 

Now we impose certain conditions on the variations ofp and 
s. (i) For every hypersurface H for which dHa ~xa = 0, 

(ii) The variations ~pa, ~sa shall satisfy the equations 

aa~pa = 0, aa~s" = O. 

The variations ~o pa , ~oSa satisfying these conditions 
will be called local hydro mechanical variations of the fields 
p(x) and sex), respectively. The total hydromechanical 
variation of p and s are defined by 

aopa = ~opa + appa·~xP 
and 

(13) 

respectively. 
It can be shown that all local hydromechanical varia

tions are ofthe form 

~opa = ap (pp~xa _ pa~xP) 

and 

(14) 

where ~xa are arbitrary infinitesimal functions belonging to 
the space F. The proof is similar to that given by Drobot and 
Ry'barski. 1O 

Thus Eqs. (14) define an infinitesimal group of trans
formations of the vector fields p(x) and sex), depending on 
arbitrary functions ~xa . 

We can see that the conditions defining the hydrome
chanical variations are appropriate counterparts of the nec
essary conditions for the motion. 
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III. GENERALIZED VARIATIONAL PRINCIPLE 

We now state the variational principle from which the 
equations of motion follow. 

For all ~xa vanishing on the boundary of the region V, 

a W = a L dV L [x,p(x),s(x)] 

= r dV[(aL) ~pa + (aL) ~s" Jv apa asa 

+ aa (L~xa) ] = 0, (15) 

provided that ~pa, 8sa are hydromechanical variations. 
Then 

aW= r dV[aL ap (pp~xa_pa~xP) Jv apa 

where 

+ aL ap (sf3~xa _ s"~xp) + aa (L~Xa)] 
asa 

T p - paL paL .cp (L r aL r aL) (17) 
a -p -+s -+u a -p --s -

apa as" apr asr 

and 

!fa = p p [a p (:~) - a a (;Lp ) ] 

+ s p [ap (;~) - aa (!Lp)] . (18) 

The expressions !fa are called hydromechanical Euler ex
pressions. 

Since ~xa vanish on the boundary of V, the first integral 
on the right-hand side of ( 16) vanishes. Thus we obtain from 
(15) 

L dV!fa~xa = O. (19) 

Since ~xa are arbitrary in the interior of V, we get the equa
tions of motion, 

!fa =0. (20) 

Since sa !fa = 0, the four equations of motion are linearly 
dependent and we get only three linearly independent solu
tions. In the case the Lagrangian takes the usual form we get 
the following equations: 

a=O: 

:1 (~ Iv12) + v·V (+ Iv12) + v· (;0 VP + vu) = 0, 

(21) 

a = 1,2,3: 

av -w;-; 1 VP VU -+v·,.v= -0 - , at p 
(22) 

where 

° aE 0 aE E P=p -+s -- , 
apo aso 

(23) 

is the pressure. 

G. Mathew and M. J. Vedan 950 



                                                                                                                                    

All these equations of motion are deduced under the 
assumption that the functions pa , s"- are continuous in the 
whole region. However, if there exists some hypersurfaces 
on which pa or s"- ceases to be continuous, jump conditions 
for them can be deduced from the variational principle. 

IV. NOETHER'S THEOREMS AND CONSERVATION 
LAWS 

We consider a class of transformations, depending on 
scalar parameters. Let 

w= Iv dVL(x,p(x),s(x»), (24) 

be a functional defined on the space F, and V be any given 
region contained in X. We consider the infinitesimal trans
formations defined by 

(25) 

where I:::..xa are functions of x {3, P {3 (x), s!3 (x) and their 
derivatives. 

Then the functional W is transformed to 

w= W+l:::..oW 

= fvdV L (i,p(i),s(i»), 

where V is the transformed region of V. 
Now we have 

where 

80pa = a{3 (p {3 t:::..xa _ pat:::..x{3), 

8
0 

s"- = a{3 (s {3 t:::..xa _ sat:::..x{3). 

(26) 

(28) 

The functional W is said to be hydromechanically invariant 
up to a divergence or div-invariant with respect to the trans
formations (25) if there exists a vector C' such that 

1:::..0 W = a a C a identically in V. 

If, in particular, C' =0, so that 1:::..0 W = 0, then W is said to 
be absolutely invariant with respect to the transformations 
(25). 

Noether's theorems describe a relationship between the 
invariance of an action integral with respect to given infinite
simal transformations and some identities satisfied by its 
Euler expressions. It has been shown by Drobot and Ry
barski 10 that the conservation laws for barotropic fluid flow 
follow from the application of No ether's theorems if the var
iations are restricted' to hydromechanical variations. 

Noether's first theorem can be adapted to our variation
al principle as follows. 

Theorem: If the function Wis div-invariant with respect 
to the transformations (25) depending essentially on k arbi
trary parameters, then exactly k linearly independent linear 
forms of the Euler expressions tfa are divergences, the varia
tions of field variables being restricted to hydromechanical 
variations. 

The proof is similar to that of Theorem 2 by Drobot and 
Rybarski. 10 
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and 

Thus if the transformations are of the form, 

t:::..xa = !t:n£m, m = 1,2,3, ... k, 

c a = c::,£m, 

(29) 

where £I, ... ,£m are infinitesimal scalar parameters and 
!t:n,C::' are given functions. Then 

tfa!t:n =a{3(T~!t:n -C!). (30) 

Since during the motion, tfa = 0, it follows that 

a{3(T~!t:n-C!)=O. (31) 

We now apply the formula (30) to the case when (25) is 
the group of Galilean transformations. 

For this we suppose that the action W is absolutely in
variant with respect to the Galilean transformation, 

i a = aa + apx{3, a, /3 = 0,1,2,3, (32) 

in which the infinitesimal parameters aa and a~ satisfy the 
conditions, 

a~ = ag = 0, for a,/3= 0,1,2,3, 
(33) 

ap = a~ = 0, for a, /3 = 1,2,3. 

In this case C' = ° and by (31) we have the conserva
tion laws, 

aa T'/J = 0, a, /3 = 0,1,2,3, 

and 

aaMpy = 0, a = 0,1,2,3, /3,y = 1,2,3, 

where 

M a = Ta x y _ Tax{3 
{3y (3 y' 

(34) 

(35) 

(36) 

Substituting for T~ the expression given by (17) we get 
the conservation laws of energy, impulse, and angular mo
menta, respectively, for inviscid fluid flows. If L takes the 
form given by (5), these laws become the usual ones. 

V. CONCLUSION 

We have extended the variational principle of Drobot 
and Rybarski to nonbarotropic adiabatic inviscid fluid flows 
and obtained Euler's equations of motion as Euler-Lagrange 
equations of the variation. As a consequence of Noether's 
first theorem we obtained usual conservation laws of energy, 
impulse, and angular momenta from the in variance of action 
by the Galilean group of transformations of the independent 
space variables. This method avoids some of the difficulties 
encountered in other variational formulations.9

•
11

•
12 
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The log-normal conditional density function is the delta function initial condition solution of a 
four-parameter Fokker-Planck equation. It defines a diffusion process over the open first 
quadrant of the (x,t) plane. This process reaches a nonzero steady state as t increases 
indefinitely if the drift parameter is positive. The process may be monotonic or by expansion 
and contraction (breathing). If the drift parameter is negative the process goes to zero by 
expansion and contraction towards x = ° as t increases indefinitely. 

I. INTRODUCTION 

Investigations of the size distribution of metal particles 
formed by nucleation I have led to the conclusion that it is of 
log-normal type. This result may possibly be best under
stood, from an evolution point of view, by interpreting the 
associated density as the terminal steady state of a process 
governed by the log-normal Fokker-Planck equation (1.1), 
which is initiated at time zero from a completely concentrat
ed initial state at initial particle sizey > 0. It is the objective of 
this paper to show that the underlying evolution process may 
be monotonic or by expansion and contraction (breathing). 

The parabolic equation 

[(a2(x)z)x -al(x)z]x -Z, =0, 

z=z(x,t), x>O, t>O, 

with diffusion and drift coefficients 

a2(x) =ax2,a\(x) = (4a-/32)x-/3lxlogpx, 

( l.1a) 

(l.1b) 

a> 0, p > 0, /31 =1= 0, /32Efft, has been established2 as one of the 
one-dimensional, autonomous, Fokker-Planck type of 
equations that admit linear similarity solutions. It shall be 
designated the log-normal equation. Another one, the gener
alized Feller equation, has been discussed elsewhere. 3 

The change in variables 

logpx = - A.S + logpb, z(x,t) = (pb) -leASv(S,t), 
( 1.2) 

with 

A. = i!2(a- I/3I) -1/2, pb = exp /3 1- I (3a-/32) , (1.3) 

transforms ( 1.1) into the equation of Gaussian type 

vss - 2svs - 2v + 2/31-l v, = 0. 

From its well-known fundamental solution (transition den
sity)4 v(s,t;so,s) , which is of Gaussian type with mean 
So exp - /31 (t - s) and variance - 1 + exp - 2/31 (t - s), 
we obtain, by means of (1.2), the fundamental solution of 
( 1. 1) in the form 

z(x,t;y,s) = (lIJiT)X- IC- 1/2(t - s)exp - [log b -IX 

- e - /3,(' - s) log b -Iy PC-I (t - s), 

with b defined by ( 1.3) and 
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( 1.4a) 

( 1.4b) 

As a function of x and t, z(x,t;y,s) is a solution of ( 1.1) and, 
as a function of y and s, it is a solution of the adjoint of ( 1.1 ). 

The conditional density function I(x,t;y) = z(x,t;y,O) 
of ( 1.1) plays an essential role in diffusion applications and, 
as an integral transform kernel, in the construction of initial 
and boundary condition solutions of ( 1.1 ). By construction, 
I(x,t;y) is the delta function initial condition solution ofthe 
log-normal equation with the delta function applied at 
x = y > ° and t = 0. Furthermore, for fixed -1..> ° and y> 0, 
the function I(x,t;y) becomes the log-normal probability 
density well known in statistics and statistical physics. To 
reduce it to its standard formS we set, for fixed t = to> 0, 
c(to) = 202 and log b + (exp - /3lto)log b -Iy =,u and ob
tain 

I(x) = (21702) -1/2X-1 exp - (log x - ,u)2/202. 

This establishes the diffusion character of the log-normal 
probability distribution. 

Functional properties of I(x,t;y) can be derived along 
the lines of theorems established for the conditional density 
of the generalized Feller equation.6 They will not be dis
cussed here. They are relevant only to the differential equa
tion theoretical approach to the structure of the solutions of 
( 1.1) and have no bearing on the present subject matter, 
which concerns the evolutionary behavior of the log-normal 
diffusion process. 

II. THE LOG-NORMAL DIFFUSION PROCESS 

The log-normal conditional density function 

I(x,t;y) = (lIJiT)x- lc- 1/2 (t)exp 

- [logb- lx-e-/3"logb- lyPc- I(t), (2.1) 

with b defined by (1.3), c(t) by (l.4b), is unimodal and 
takes its maximum at 

Xm (t) = b exp(e-.8,' log b -Iy - c(t)/2). (2.2) 

We also note the following facts: 

l(x,t;y)!O, as tW, x=l-y, 

I(x,t;x) 1 00, as no, 
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fi( 
.) {(21Ta/3I-I)-I12x-l exp - [(2a/3I- I)-llog2b- lx], asttoo, /31>0, 

x,t,y -+ 

0, as t 100, /31 <0. 
(2.3 ) 

The first limit relation in (2.3) shows that the conservative 
log-normal diffusion process, which is initiated from a com
pletely concentrated state at t = 0, x = y > 0, approaches a 
nonzero steady state as t i 00, if the drfit parameter /31 is posi
tive. 

Let us investigate the time behavior of the maximum 
q; (t) = fIx m (t), t;y) of the log-normal diffusion process. 
Withfgiven in (2.1) and Xm (t) in (2.2), the function q;(t) 
takes the form 
q;(t) =b- I[21Ta/3I-I(1-e- 2fj,')-1/2] 

xexp - !(a/3I-le-2fj,t 

+2e-fj"log b- ly-a/3I-I),0<t<00, (2.4) 

of (2.1). .. 
q;(t) -+ {b -I (21Ta/3 1- I) -1/2 exp !a/3 1- I > 0, 

+ 00, astloo, /31<0. 

It is instructive to compare the limit relations (2.5) and 
(2.6) for /31> 0 with the corresponding limits in (2.3). 

We want to investigate next whether q; (t) takes extreme 
values in compact subintervals of (0,00 ). The equation dq; / 

dt = 0 is equivalent to 

(log b -ly )e3fj" 

- (1 - a/3 1- I )e2fj,1 - (log b -Iy)e fj,1 - a/3 1- I = 0, 

which, if we set logb-Iy=y, exp/3lt=(J', 1<(J'<00, if 
/31 > 0, 0 < (J' < 1, if /31 < 0, can be written in the form 

h«(J') = Y(J' 3 - (1 - a/3 1- I)(J' 2 - Y(J' - a/3 1- 1= O. (2.7) 

(i) The singular case: log b -Iy = Y = O. If a = /31> 0 
then, as (2.7) shows, h «(J') reduces to the negative constant 
- 1. In other words, in this situation q; (t) is a strictly mono

tonically decreasing function of t > O. An example parameter 
setforthiscaseisa=/31 =!,y=b= 1. 

If a#/3I' we have from (2.7) 

~ = a/3 1- 1 (a/3i l - 1) -I. 

Therefore, h«(J') has a positive zero if 
a/3 1- I (a/3 1- I - 1) - I > O. 

If /31> 0 this requires 0 </31 < a. In this situation, q;(t) 

takes a minimum at 

t I = /3 1- I log [ a/3 ; , (a/3 1- I - 1) - I ] 1/2 > O. 

An example set of parameters is a = 1, /31 = !, y = b = 1. If 
0< a </31' q;(t) is strictly monotonically decreasing (a = !, 
/31 =!,y=b= 1). 

If /31 < 0, we have 0 < a/3 1- I (a/3 1- I - 1) - I < 1, and 
q;(t) takes a minimum at 

t I = /3 1- I log [ a/3 ,- I ( a/3 ,I - 1) - I ] 1/2 

(a=!,/3I= -!,y=b=l). 

(ii) The regular case: log b - Iy = Y# o. 
(a) y>O, i.e., 0 <b<y. We are now dealing with the 

polynomial 
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First of all, we note that, according to (2.2) and ( 1.4b), 

and that, according to (2.4), 

Furthermore, according to (2.2) and (l.4b), 

Xm (t) -+ e <, as t too, {b -afj,' b 
0, as t too, /31 < 0, 

(2.5) 

and 

(2.6) 

h ( (J') = Y(J' 3 - (1 - a{3 1- I) (J' 2 - Y(J' - a/3 1- I. 

If /31> 0, the coefficient sequence of h«(J') contains one 
variation in sign. Descartes' rule7 implies that h«(J') has ex
actly one positive zero (J'I' Since h (0) = - a/3 1- I < 0, 
h(1) = - 1, this zero is greater than unity. The function 
q;(t) takes a minimum att l = /3 1- I log (J'I > 0 [a = a,/31 = !. 
b=l,y=e(y=l)]. 

If /31 < 0, the coefficient sequence of h «(J') has two varia
tionsinsign.Sinceh(O) = -a/3I- I>O,h(l) = -1,h«(J') 
has exactly one zero (J'I in (0,1). Thus q;(t) takes a minimum 
att l =/3 I-I log (J'I [a = !,{31 = - !,b = l,y = e (Y= 1)]. 

(b) y<O,i.e.,O<y<b. We set y= -K,K>O, and in
vestigate the polynomial 

g«(J') = -h«(J') =K(J'3+ (l-a/3I- I)(J'2- K(J'+a/3I- I. 
(2.8) 

If /3, > 0, the coefficient sequence of g«(J') contains two 
variations in sign. To ascertain whether there are two or no 
positive zeros we apply Sturm's chain. 7 Disregarding posi
tive constant factors and setting a/3 1- I = P > 0, we obtain 
Sturm's chain of the polynomial (2.8), 

g«(J') = rl «(J') = K(J' 3 + (1 - p)(J' 2 - K(J' + p, (2.9) 

g'«(J') = r2«(J') = 3K~ + 2(1 - p)(J' - K, 

r3 «(J') = 2[3~ + (1 - p)2](J' - (1 + 8p)K, 

r4=4[3~+ (l-p)2f 

- 4(1 - p)( 1 + 8p)[3~ + (1 _ p)2] 

- 3~(1 + 8p)2. 

The sign sequences at 0, 1, and + 00 are shown in Table I. 
Inspection of Table I shows that there are three possibilities. 
If r4 < 0, rl «(J') has no positive zeros, which means that q;(t) 

is strictly montonically decreasing [a = !, /31 = ! (p = 1), 
b = 1, y = e- I (K = 1)]. If r4 > 0, r l «(J') has two positive 
zeros (J'I <(J'2' If r2( 1) > 0, '3(1) >0, we have 0 <(J'I <(J'2 < 1 
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TABLE I. The sign sequences at 0, I, and + 00. 

(T 

° I 
+00 

r, 
+ 
+ 
+ 

r2 (1 ) 

+ 

r, 

so that, again, q;(t) is strictly montonically decreasing 
[a= 1, /31 =2 (p=!), b= 1, y=e- I (K= 1)]. If 
r2 ( 1) < 0 or r3 ( 1 ) < 0 or both, then 1 < 0'1 < 0'2' This implies 
that q;(t) takes a minimum at t\ = /31 -I log 0'1 and a maxi
mum at t2 =/31-1 log 0'2 [a = 10,/31 = 1 (p = 10), b = 1, 
y = e- I (K= 1)]. If r4 = 0, rl(O') has a positive zero s of 
multiplicity 2, i.e., 

r l (0') = K(O' - S)2(0' + 0'3) 

= K[O' 3 + (0'3 - 2s)0' 2 + s(s - 20'3)0' + S20'3], 

0'3>0. (2.10) 

If 0 <s < 1, q;(t) is strictly monotonically decreasing. How
ever, if s > 1, q;( t) has an inflection point at t = /3 1- I log s. 
For example, for K= 1, comparison of (2.9) and (2.10) 
shows that s must be that positive zero (of the two positive 
ones that exist) of the polynomial S4 - 2S2 - 2s + 1, which 
is greater than unity. The numerical value is approximately 
s = 1.683 772. The corresponding value for p = a/3 1- 1 is 
approximately 3.228 706. 

Finally, if /31 < 0, the coefficient sequence of g(O') given 
in (2.8) contains one variation in sign which means that 
g(o") has exactly one positive zero. Since g(O) = a/3 II < 0, 
g(1) = 1, this zero 0'1 is located in (0,1). Consequently, 
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q;(t) takes a minimum at tl = /3 1- I log 0'1 [a = !,/31 = -!, 
b= l,y=e- 1 (K= 1)]. 

In summary, we can say this. If the drift parameter /31 is 
positive, the diffusion process j(X,t;y) , initiating at t = 0 
from the point x = y > 0, ultimately approaches a nonzero 
steady state as t Too. The process may expand in the direction 
of x, its maximum decreasing strictly monotonically toward 
the limit value given in the first limit relation in (2.6). It may 
also first expand until its maximum reaches a minimum val
ue and then contract toward the steady state, its maximum 
increasing toward its final limit value. The process may also 
first expand until its maximum reaches a minimum, then 
contract until the maximum reaches a maximum and then 
expand again toward the steady state, its maximum decreas
ing toward the final limit value. If the drift parameter /31 is 
negative, the diffusion process always expands at first until 
its maximum reaches a minimum. Thereafter it contracts, its 
maximum approaching + 00 at x = 0 as t Too. 
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